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EDITORIAL

“Wireless Systems”

Guest Editors: Uwe Grossmann, Juergen Sieck, Axel Sikora

This special issue of the International Scientific
Journal of Computing includes a selection of invited
papers presented partly within the Special Stream
Wireless Systems at the Sixth IEEE International
Confererence on Intelligent Data Acquisition and
Advanced Computing Systems: Technology and
Applications (IDAACS’2011), which was held in
Prague, Czech Republic, September 15"-17", 2011.
The Conference was organized by the Research
Institute of Intelligent Computer Systems, Ternopil
National Economic University, Ternopil, Ukraine
and co-organized by the Faculty of Electrical
Engineering, Czech Technical University in Prague,
Czech Republic.

The IDAACS Conference series is established as
a forum for high quality reports on state-of-the-art
theory, technology and applications of intelligent
data acquisition and advanced computer systems.
These techniques and applications have experienced
a rapid expansion in recent years that have resulted
in more intelligent, sensitive, and accurate methods
of data acquisition and data processing.
Subsequently, these advances have been applied to:
manufacturing process control and inspection;
environmental and medical monitoring and
diagnostics; and intelligent information gathering
and analyses for the purpose security and safety.

The IDAACS’11 workshop sessions were
organized under the following topic areas: Advanced
Instrumentation and Data Acquisition Systems;
Intelligent Distributed Systems and Remote Control;
Virtual Instrumentation Systems; Advanced and
High Performance Computing Systems; Cluster and
Grid Technologies, Parallel Software Tools and
Environments; Embedded Systems; Artificial
Intelligence and Neural Networks for Advanced
Data Acquisition and Computing Systems;
Advanced Mathematical Methods for Data
Acquisition and High Performance Computing;
Industrial Signal and Image Processing; Data
Analysis and Dynamic Modelling; Intelligent
Information and Retrieval Systems; Robotics and
Autonomous  Systems; Information Computing
Systems  for  Education and  Commercial
Applications;  Bio-Informatics and Homeland
Security; Safety, Security and Reliability of
Software; Wireless Systems — Special Stream.

The Special Stream — Wireless Systems was
convened for the third time since 2007. The papers
selected for this special issue reflect the variety of
research in the area of wireless systems.

The paper “Virtual WLAN: Extension of Wireless
Networking into Virtualized Environments” of
G. Aljabari and E. Eren considers the task of
sharing a wireless network interface. Virtualization
can solve this problem. A software platform for
hosting multiple virtual wireless networks over a
shared physical infrastructure by means of open
source virtualization techniques is presented. The
hosting platform can extend wireless networking
into virtualized environments without compromising
the performance, isolation, or wireless LAN security
mechanisms.

The paper “Hybrid Indoor Tracking of Humans
in Hazardous Environments” of A. Fink and
H. Beikirch presents a centroid location estimation
technique based on received signal strength (RSS)
readings. Sensor fusion of the RSS-based
localization with an inertial navigation system (INS)
leads to a more precise tracking. The long-term
stability of the RSS-based localization and the good
short-term accuracy of the INS are combined using a
Kalman filter. The experimental results on a motion
test track show that a tracking of humans in
multipath environments is possible with low
infrastructural costs.

Within the paper “Automated Network Protocol
Evaluation — The Potsdam Wireless Testbed” by
S. Fudickar and B. Schnor the Potsdam Wireless
Testbed is presented and discussed. It supports
validation and evaluation of Wi-Fi radio stacks and
wireless  applications in  environments  with
heterogeneous hardware. Scheduled test-runs are
executed automatically for a defined duration
including compilation and deployment of the
protocols and measurement scripts as well as
collection of measurement results and log files.

The paper “Providing household customers with
smart meter data on mobile devices” by
S. Hakobyan, J. Kohlbrecher, J. Pickert and
U. Grossmann deals with the suitable visualization
of energy data, corresponding costs and tariff
information on mobile devices. The household
customer is enabled to manage his energy usage
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consumption in order to hold the optimal load and
meet the optimal price. Energy data are acquired by
a smart meter and transferred over a Smart energy
controller (SEC) to a mobile device to provide the
customer with relevant information about his current
energy usage. Suitable visualization methods,
specific for different tariffs, are identified and
presented together with according technologies and
methods for communication and data access.

In the paper “RFID based applications in
culture, media and creative industries” from S.
Bergemann, E. Kuehn, J. Reinhardt and J. Sieck
two different approaches to visualise information
from culture, media and creative industries by using
RFID based tracking and identification are
presented. Besides the required RFID backend, the
paper also introduces the information system built
on top of the backend. The first approach is based on
passive RFID whereas the second uses active RFID.
In particular, the differences in the processing of
system events, delivery of needed information and
the implemented infrastructure are discussed and
evaluated.

In their paper “Reducing radio bandwidth load in
Nanoloc-based Wireless Networks through selecting
appropriate subset of base stations for ranging”
A. Galov, A. Moschevikin and A. Soloviev discuss
the overall performance of radio segment and
location accuracy in wireless sensor networks based
on nanoLOC standard and using server-centric
control depending amongst others on the efficiency
of the location engine. The efficiency may be
increased by selecting an appropriate subset of base
stations for ranging.

The paper “Gateway architectures for home care
applications using wireless sensor networks” of
A. Sikora, N. Braun, S. Jaeckel and D. Jaeckle
deals with Telecare Applications and Ambient
Assisted Living. A significant number of challenges
within this field exist for real-life applications.
Those include the lack of sufficiently standardized
and interoperable solutions and thus, the necessity of
gateways for integrated solutions, restrictions of the
energy budgets, and scalability of solutions with
regard to cost and network size. The experience
from the inCASA project (Integrated Network for
Completely Assisted Senior Citizen’s Autonomy) is
presented, where architectures for heterogeneous
physical and logical communication flow are
examined.

Throughout the paper *“Indoor monitoring
applications using fixed and mobile wireless
sensors”™ of M. Strutu and D. Popescu the idea of a
wireless sensor network with applicability in
monitoring systems is proposed. The goal of the
project is to build a monitoring system capable of
data gathering which can benefit from both

characteristics of fixed and mobile nodes. In order to
implement data acquisition and communication
functions, the solution agreed has been to use the
MTS400 sensor board. Mobile nodes communicate
to a central node individual data and statistical
indicators over a period. The proposed energy-aware
architecture was tested and validated in an indoor
experiment.

The paper “Nonlinear data coding in wireless
sensor networks” of V. Yatskiv, S. Jun, N. Yatskiv
and A. Sachenko presents a proposed nonlinear
method of sensor data coding. The method allows
the increase of the useful capacity of the data
transmission  protocols for Wireless  Sensor
Networks by 3-5 times using integration of sensor
data with different digits capacity and reducing the
transmissions number.

This selection of papers represents topics of
IDAACS’2011 and results of the area Wireless
Systems the editors found worth presenting. We
hope the readers find them interesting, useful and
even enjoyable, as well.
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Abstract: In wired Ethernet networks (IEEE 802.3), a physical network interface can be connected to different network
segments or shared among multiple virtual machines. In wireless LAN (IEEE 802.11) sharing a wireless network
interface is recognized to be a difficult task. However, virtualization can solve this problem. In this paper we will
introduce a software platform for hosting multiple virtual wireless networks over a shared physical infrastructure by
means of open source virtualization techniques. We present the design, implementation, and performance testing of this
platform. Results have shown that the hosting platform can extend wireless networking into virtualized environments
without compromising the performance, isolation, or wireless LAN security mechanisms.

Keywords: Virtualization; Wireless LAN; Virtual network; Hypervisor; KVM.

1. INTRODUCTION

Virtualization technology has been widely
adopted in data centers to optimize resource sharing
and utilization. This technology has helped to
consolidate and standardize hardware and software
platforms in data centers, i.e. servers and storage.
The main benefit of virtualization technologies is
savings in power and infrastructure costs in addition
to improving availability, scalability, and security.

In recent years, virtualization has been pushed

forward to also virtualize physical network
infrastructures. By allowing multiple logical
networks to co-exist on a shared physical
infrastructure, network virtualization provides

flexibility and manageability. Network virtualization
often combines hardware and software resources to
deploy virtual networks for different architectures.
The term virtual network has been used to describe
different types of network virtualization such as
VLAN (Virtual Local Area Network) and VPN
(Virtual Private Network). But recently, network
virtualization is moving toward virtualized
environments.

Virtualization of wireless LANs (WLANS) has
become one of the important issues in network
virtualization and also for cloud computing by now.
It is useful in many scenarios such as hosting
multiple wireless service providers on a single
shared physical infrastructure, providing wireless
services with different authentication mechanisms,

and for virtual test bed environments. Hence, there
are some research activities in this field [1-4].

There are several approaches to system
virtualization and several software implementations,
both open source and commercial. However, most of
the virtualization approaches are mainly developed
for wired Ethernet networks, and are not suitable for
virtualizing wireless LAN interface due to the nature
of wireless LAN devices. More specifically, the
limitations of current virtualization approaches are
due the difficulties in emulating wireless LAN
management functions [3]. Therefore, existing
virtualization approaches require a separate physical
wireless LAN device for each virtual machine (VM)
to have its own wireless network.

A viable solution to address the above issue is by
giving all VMs access to the same wireless network
and rely on network virtualization techniques such
as VLAN or VPN to provide isolation for VM
network traffic. However, this solution will add
additional cost and overhead for configuring and
maintaining a secured connection to all VMs. As a
result, a new approach is needed to enable a single
wireless network interface to be shared among
several VMs  without compromising the
performance, isolation, or wireless LAN security
mechanisms.

By means of open source virtualization
techniques, it is possible to create multiple virtual
wireless networks through one physical wireless
LAN interface, so that each virtual machine has its
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own wireless network. Available open source
solutions such as KVM, hostapd, and VDE provide
the software infrastructure to deploy and implement
such an approach on Linux operating system (OS).
This paper aims at demonstrating this approach.

2. BACKGROUND

Virtualization  approaches enable  running
multiple OSs and applications concurrently on the
same physical machine, eliminating the need for
multiple physical machines. Each VM has its own
operating system and applications such as the
physical machine [5-7]. Thus making the
applications unaware of the underlying hardware,
yet viewing computing resources as shared resource
pools available via virtualization.

The primary benefits offered by virtualization are
resource sharing and isolation. Unlike real
environments where physical resources are
dedicated to a single machine, virtual environments
share physical resources such as CPU, memory, disk
space, and 1/0O devices of the host machine with
several VMs. With isolation, applications running on
one VM cannot see, access, and use resources on
other VMs [5].

Virtualization provides a software abstraction
layer on top of hardware. This layer is called Virtual
Machine Monitor (VMM), also known as a
hypervisor. The main task of the VMM is to manage
the hardware resource allocation for VMs and to
provide interfaces for additional administration and
monitoring tools [5]. However, the functionality of
the VMM varies greatly based on architecture and
implementation.

Today, two alternative approaches exist to
virtualization on x86 hardware architecture. In the so
called full virtualization approach, VMs and guest
OSs run on top of virtual hardware provided by the
VMM. However, the VMM has to provide the VM
with an image of an entire system, including virtual
BIOS, virtual CPU, virtual memory, and virtual
devices to allow the guest OS to run without
modification. As a result, the guest OS or
application is not aware of the virtual environment.
The main advantage of full virtualization approach is
that it supports any platform and provides complete
isolation of different applications, which helps make
this approach highly secure. However, this approach
has poor performance in trying to emulate a
complete set of hardware in software [5,7].

KVM, which stands for Kernel-based Virtual
Machine, is a full virtualization solution that takes
advantage of hardware-assist features such as Intel
VT and AMD-V to improve the performance of
guest OSs [8]. The first generation of hardware
assist features was added to processors in 2006, so

that KVM hypervisor supports only newer x86
hardware systems. Using KVM, several fully VMs
can be created and operated in Linux environments,
since KVM adds VMM capabilities to the Linux
kernel. KVM hypervisor consists of two main
components: a set of kernel modules providing the
core virtualization infrastructure such as CPU and
memory management, and a user space program that
provides emulation for 1/0 hardware devices,
currently through QEMU [9].

OS assisted virtualization or paravirtualization
presents each VM with an abstraction of the
hardware that is similar but not identical to the
underlying physical hardware. This approach
requires modifications to the guest OSs that are
running in the VMs. As a result, guest OSs are
aware that they are executing on a VM, allowing for
near-native performance [5].

Xen is an open source virtualization software
based on the paravirtualization approach. The Xen
hypervisor runs directly on hardware, allowing the
host machine to run multiple modified guest OSs
concurrently [6]. Modifying the guest OS is not
feasible for non-open source platforms such as
Microsoft Windows. As a result, such OSs are not
supported in a paravirtualization environment.
Recently, unmodified guest OSs are also supported
by Xen. In this mode, Xen provides a fully
abstracted VM with hardware support (Intel VT and
AMD-V) referred to as hardware virtual machine
(HVM) [10].

With the adoption of virtualization in data
centers, a new layer of network virtualization is
emerging that provides inter- and intra- VM
connectivity and has many of the same functions
provided by the physical networking hardware.
Today, this layer is providing connectivity to tens of
VMs for a physical machine [11].

The main network components provided by
virtual networking, as shown in Fig. 1, are virtual
Ethernet interfaces, used by individual VMs, and
virtual switches, which connect the VMs to each
other [12]. VMs can also be configured with one or
more virtual Ethernet interface to offer different
virtual network appliances for virtual environments
such as virtual routers (VR) and virtual firewalls.
VRs are essential components in the virtual
networking infrastructure because they operate in
much the same way as physical routers, forwarding
and routing packets based on standard routing
protocols such as RIP and OSPF. Virtual firewalls
provide the usual packet filtering and monitoring
role provided via a physical network firewall. Thus,
virtual networking components manage
communication between co-located VMs, and
connectivity to physical machines.
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Modern OSs provides the ability to create virtual
network interfaces that are supported entirely in
software. From the OS’s point of view, these
interfaces behave similar to physical network
interfaces. However, the virtual interface does not
send the packets into the wire, but makes them
available to userspace programs running on the
system. Virtual network interfaces are commonly
referred to as TAP and TUN interfaces under Linux.
TAP interfaces operate with Layer 2 packets, while
TUN interfaces can handle Layer 3 packets. VMs
use the TAP interface to create a network bridge
with the physical network interface [2].

VM2 VM3

Virtual
Ethernet
Interfaces

Virtual
Switches

Physical
Ethernet
Interfaces

Fig. 1 — Virtual networking components

Most of the virtualization approaches also
provide some form of virtual networking. For
example, VMware virtualization software has a
distributed switch for virtual machine networking
[13]. Linux-based virtualization platforms, including
Xen and KVM, generally use network bridging or
Virtual Distributed Ethernet (VDE) switch [14]. A
network bridge acts like an Ethernet hub; passing all
traffic. While, VDE provides Layer 2 switching,
including spanning-tree protocol and VLAN
support.

Open vSwitch is an open source software switch
that provides connectivity between the VMs and the
physical interfaces. It implements standard Layer 2
and Layer 3 switching with advanced features such
as traffic monitoring (e.g. NetFlow), port mirroring
(e.g. SPAN), basic ACL (Access Control List) and
QoS (Quality of Service) policies. The Open
vSwitch consists of two components: a fast kernel
module and lightweight userspace program. The
kernel module implements the forwarding engine,
while the userspace program implements forwarding
logic and configuration interfaces. Open vSwitch
supports  multiple  Linux-based virtualization
software, including Xen and KVM [11,15].

Quagga is an open source routing software that
provides implementations of TCP/IP based routing
protocols such as OSPF, RIP, and BGP. In addition

to traditional IPv4 routing protocols, Quagga also
supports IPv6 routing protocols [16]. Vyatta
software [17] incorporates open source routing and
security projects such as Quagga, IPtables,
OpenVPN and many others into a network OS for
x86 hardware platforms. Vyatta also can be
delivered as VMs, providing routing, firewalling,
VPN, and more for virtual and cloud computing
environments.  Thus, Vyatta network OS
complements virtual networking components by
delivering the virtual router, virtual firewall, and
virtual VPN in the hypervisor.

3. VIRTUALIZATION OF WLAN
INTERFACE

A network interface can be shared and hence
virtualized using either a software or hardware
based approach, as shown in Fig. 2. In software-
based approach, network interface virtualization is
completely implemented as software to provide
virtual network interfaces (VIF) for multiple VMs
[3,18,19]. In this approach, bridging functionality is
often enabled on the physical network interface to
grant all VMs access to the same physical network.

Full virtualization techniques provide virtual
network interfaces by emulating legacy Ethernet
devices for simplicity. The virtual network interfaces
appear to the VM as virtualized hardware devices
within the hypervisor. With this technique, no
modification is required for the guest OS. However,
there is a significant performance overhead due to
the context switching between VM and hypervisor.
In the  paravirtualization  technique, the
paravirtualized driver is used in the guest OS to
achieve high 1/0 performance. However, this
method requires modifying the guest OS and having
a special driver to expose some details of the
hardware [3].

VM VM

Device Device VM VM
Driver Driver
[ | VIF | VIF

Device Device Driver Driver
Model Model

Bridging VMM

Module

NIC
driver

NIC

| VIF ‘ ‘ VIF |

SRV-IO NIC

(a) Software-based approach (b) Hardware-based approach

Fig. 2 — Network interface virtualization approaches

The second approach depends on hardware
virtualization support to partition a physical network
device to multiple virtual network interfaces. Then,
each virtual interface can be assigned directly to a
specific VM. While this approach reduces the
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performance overhead of software-based network
interface virtualization, it increases the complexity,
maintainability and cost of network devices
[3,18,19]. An example of hardware-based approach
is Single Root I/O Virtualization (SR-I0OV) where a
single PCI device can be divided into multiple
Virtual Functions (VFs). Each VF can then be used
by a VM, allowing one physical device to be shared
among multiple VMs. As a result, close to native 1/0
performance can be achieved, in addition to fair
sharing of the bandwidth [20].

Virtualization of a wireless LAN interface is
more complicated than for wired network interface
because the capacity of the wireless LAN channel
varies with radio signal strength and interference
from other wireless LAN devices. This requires
including complex management functions into
wireless devices to achieve efficient and reliable
communication. Examples of such management
functions include data rate adaption, power
management, and power control. The device driver,
which is part of the OS, is also involved in such
management functions for control and configuration.
In contrast, wired LAN devices are data centric and
have very little management functions [3].

A typical WLAN device consists of: RF
transceiver, Baseband, and MAC layer. The RF
transceiver performs radio signal transmitting and
receiving, while the Baseband mainly responsible
for digital signal processing. RF transceiver and
Baseband are generally referred to as PHY layer.
The MAC layer often consists of a hardware
controller on the WLAN device and a software
driver on the host computer. Most of the wireless
LAN functions such as authentication and
authorization are performed at MAC layer [3].

In the beginning, the MAC layer was entirely
managed by the firmware on the wireless LAN
device. This approach is called FUllMAC, where full
MAC layer functionality is executed by the
hardware controller on the wireless device. New
implementation of wireless LAN devices is based on
SoftMAC approach, where most of the MAC layer
functionality is moved to device driver on the host
computer, with the firmware providing a set of
functional primitives [2]. This approach provides a
high degree of software control over the MAC layer
functions, while still allowing the PHY layer to
define the radio waveform.

MultiNet [21], which was later named
Virtual WiFi, proposes a software based approach to
virtualize a single wireless interface. Virtualization
of wireless LAN interface is implemented with
intermediate driver, called MultiNet Protocol Driver,
which continuously switches the radio resources
across multiple wireless networks. This approach
has been adopted in Microsoft Windows 7 to give a

user the ability to simultaneously connect to multiple
IEEE 802.11 networks with one WiFi card.
However, MultiNet approach was not designed to
support the VM environment [3].

Recently, a novel virtualization approach on
802.11 MAC layer has emerged in the wireless
industry. Multiple virtual wireless LAN interfaces
are separated at MAC layer sharing the same PHY
layer [3]. As shown in Fig. 3, multiple virtual MAC
entities can be active and share a common PHY
layer via Time Division Multiplexing (TDM) on the
same channel. This approach reduces costs,
eliminating co-channel interference, and offering
smooth roaming as clients move through the
WLAN’s coverage area. WLAN products that
provide support for such an approach include
Atheros, Intel, and Marvell.
Wireless NIC Driver

I VIF | l VIF I l VIF ‘
| MAC | [ MAC | [ MAC ‘
I I I
l PHY l

Wireless NIC

Fig. 3 — Wireless network interface virtualization

In the case that different virtual MACs need to
operate on different RF channels, a time-critical
scheduling is required for multi-channel MAC
functions. Implementing such solution will allow the
PHY layer to switch between different RF channels
and keep virtual MACs in synchronization with the
associated networks. Several research efforts have
been made in implementing multi-channel
virtualization approach for WLAN devices such as
Net-X [22] and FreeMAC [23].

Virtualization of the WLAN interface enables
several usage scenarios for wireless networking,
some of these are:
¢ Simultaneous Connectivity: a wireless device

can be connected to multiple wireless networks
simultaneously. E.g., One virtual interface
operates in STA mode to connect to an AP, while
another virtual interface operates in an ad — hoc
mode to create a peer-to-peer wireless network.

o Wireless Relay/Extension: a wireless client can
extend the coverage area of the network by
creating a second virtual interface in AP mode,
allowing remote clients outside the basic
operating range to relay data to the main AP.

e Soft Handover: a wireless client can use a
second virtual interface to scan all available APs,
while the first virtual interface is connected to the
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wireless network. After selecting the new AP, a
client can authenticate and associate with it
without losing the connection with the current
AP. In this scenario, we can avoid packet loss
and delay times in real-time applications such
VolIP and video streaming [2].

e Multi-Streaming Service: a mobile device can
communicate with multiple APs operating on
different channels, as the device has several
virtual interfaces. The most stable connection
becomes the main connection and others can
become sub-connections. By this scenario, we
can improve streaming performance such as
multi-path streaming without relay server [24].

e Wireless Mesh Network (WMN): a multi-hop
WMN is built through virtual interfaces created
at some mesh nodes. In this case, a mesh node is
configured to work in STA mode and acts as AP
by creating a second virtual interface in AP
mode. Thus, remote clients located outside the
coverage range (wireless cell) can get access to
the network via clients connected to any AP in
the wireless cell [25].

e Virtualized Environment: a virtual machine can
establish its own wireless LAN connection by
creating a virtual interface in STA mode. In this
case, multiple wireless connections are supported
through one physical wireless LAN network
interface.

4. VIRTUAL WLAN APPROACH

With the introduction of IEEE 802.11n and the
increase in bandwidth, wireless LAN virtualization
is required as an alternative approach for deploying
multiple virtual wireless LANs with different
authentication methods. Wireless LAN virtualization
enables several virtual wireless networks to coexist
on a common shared physical device. Multiple
virtual interfaces can be created on top of the same
radio resources, allowing the same functionality as
in multi-radio solution.

All virtual interfaces operate concurrently
without considering the physical nature of the
wireless medium as well as physical management
tasks. Each virtual interface abstracts a single
wireless device and has its own wireless network
and its own unique MAC address. From the
application’s perspective, the virtual wireless
network behaves like wired Ethernet, but is wireless.

Using wireless LAN virtualization, a virtual
interface can be configured to operate as an access
point (AP) and also as a station (STA) device. A
virtual AP is bound to a virtual network interface
and each virtual AP independently keeps the
configuration and service of the wireless network. In
this way, several virtual APs can be configured on

top of solely one physical wireless LAN device, as
shown in Fig. 4.

A virtual AP acts as the master device in a virtual
wireless network and operates in much the same
way as physical AP, allowing wireless stations to
communicate with each other by managing and
maintaining a list of associated stations. In general,
the virtual AP consists of two parts: control plane
and forwarding plane. The control plane is
concerned with the information that defines the
functionality of the AP such as the SSID (Service
Set ldentifier), operation mode, and RF channel.
While the forwarding plane defines the part of the
AP, that uses a lookup table as a base to forward
packets to its destination.
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Fig. 4 — Physical and virtual APs

By integrating wireless LAN virtualization
techniques into the hypervisor, the wireless LAN
interface can be shared among several VMs. To each
VM one or more virtual wireless interfaces can be
assigned. As shown in Fig. 5, VIFs are configured to
operate in one of the wireless operating modes,
specifically the AP mode, and then can be assigned
to various virtual networking components.

The main goal of this approach is to combine
wireless network functionality into a common
virtualized environment and to achieve performance
levels comparable to the native hardware wireless
LAN. A similar approach named virtual WiFi [3]
has been taken to provide wireless LAN client
functionality inside VMs. However, virtual WiFi
approach is intended to support mobile client
environments where the VM runs on the client
device and has to be aware of the wireless interface
to establish its own wireless connection.

The Virtual WLAN approach is suitable for
virtualizing wireless LAN infrastructures, where
multiple separate wireless LANSs can be deployed on
a shared physical infrastructures with different
security mechanisms such as WPA and IEEE
802.11i. Since each virtual wireless LAN is logically
separated, wireless LAN providers may use virtual
WLANSs to offer multiple services on the same
physical infrastructure.  Alternatively, virtual
WLANSs can be shared by multiple providers
allowing each provider to offer separate services for
their subscribers [1].
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Fig. 5 — Virtual wireless LAN approach

This approach is based on the Atheros WLAN
chipset which supports concurrent  wireless
connections sharing the same PHY layer of the
wireless LAN device. This capability in wireless
LAN devices is also referred to as multi-SSIDs,
where each SSID is equivalent to a VLAN on a
wired network. We extend multi-SSIDs capability to
operate in the virtualization environments, where
each virtual WLAN can have its own addressing,
forwarding, routing, and security mechanism.

To emulate a physical AP, it is necessary to
provide the emulation at different layers such as
layer 2 (MAC), layer 3 (IP), and above. At the MAC
layer, the behavior of a physical AP is being
emulated by allocating a distinct MAC address and
SSID to each virtual AP. At the IP layer, it is
emulated by allocating a distinct IP address and
potentially a Fully Qualified Domain Name (FQDN)
to each virtual AP. In higher layers, the emulation
can be carried out by providing each virtual AP with
a unique authentication and  accounting
configuration such as (a shared key, or EAP methods
with  RADIUS authentication), or SNMP
communities.

In our approach, a virtual wireless AP or router is
constructed by configuring the VIF to operate in AP
mode. This sets the main functionality of the
wireless AP such as IEEE 802.11 operation mode
and SSID. Once configured, the wireless interface is
attached to a virtual switch to enable MAC
forwarding similar to a physical AP. Then, the
virtual AP interface is connected to a virtual router,
in the same way as the virtual Ethernet interface, to
enable IP forwarding and routing.
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5. IMPLEMENTATION

The multi-SSID capability given by the Atheros
chipset allows implementing multiple IEEE 802.11
networks on a single physical wireless card with

Linux (Linux kernel version 2.6.33 and higher),
since it includes a wireless driver supporting
multiple VIF configurations.

The wireless driver for Atheros WLAN devices
was initially developed by the madwifi project, and
then became part of the Linux kernel. The
implementation model of Linux kernel WLAN
driver is currently based on SoftMAC wireless
devices, where most of the MAC layer functionality
is managed by the driver. For the time being, Linux
kernel supports all wireless modes with PCI/PCI-
Express Atheros WLAN devices only [26].

In order to implement our approach, we used a
conventional PC with a wireless LAN card based on
the Atheros IEEE 802.11n chipset. It had an Intel
Core 2 processor with VT support, Gigabit Ethernet
interface and 3 GB RAM. Ubuntu Linux has been
chosen to host the virtualization environment for
virtual WLAN approach. We used KVVM as backend
for virtualization and libvirt as frontend for
managing VMs. With libvirt, there come two
management tools: virt-manager as graphical user
interface (GUI) and virtsh as command line interface
(CLI).

The virtual wireless interfaces have been created
using a CLI configuration utility in Linux named
“iw”. Once created, the interfaces have been
configured to function as virtual AP or virtual STA
interfaces. It is essential for all VIFs to have a
unique MAC address, which can be assigned with
“ifconfig hw” command or “macchanger” utility.

A virtual AP functionality has been implemented
using the hostapd daemon or background service.
hostapd is an open source software for controlling
wireless LAN authentication and association. It
implements IEEE 802.11 AP management and
provide support for several security mechanisms
such as WPA, IEEE 802.11i, and IEEE 802.1X [27].
The virtual AP interface has been connected to a
VDE switch to enable MAC forwarding similar to a
physical AP.

For testing our approach, three virtual wireless
routers have been hosted on the PC with a shared
Internet connection. We created three virtual APs in
IEEE 802.11g operation mode, and three virtual
routers running Vyatta OS. Each virtual router had
two virtual Ethernet interfaces. One of them was
connected to the virtual AP interface and the other to
the physical Ethernet interface using the Linux
interface bridging feature. Each virtual router acted
as a DHCP server and DNS forwarder for the virtual
wireless LAN and each virtual AP broadcasted
different SSIDs to distinguish the wireless networks.
NAT functionality was also added to the virtual
routers to maintain public IP addresses and to
enhance wireless network security. Using these
virtual routers, different wireless LAN clients could
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access the Internet with different wireless LAN
security mechanisms.

6. PERFORMANCE AND RESULTS

We have conducted some tests to understand the
impact of the virtual software layer on wireless
LANSs. The objective of the tests was to compare and
guantify the performance of both conventional and
virtualized wireless networks. Testing WLAN
performance primarily included two test metrics:
throughput and response time. These performance
metrics were used to evaluate the applicability of our
approach for WLAN infrastructure virtualization
since the virtual networks had to handle the same
kind of traffic as conventional networks.

The throughput of WLAN is defined as the speed
with which a user can send and receive data between
the client and the AP. Throughput varies across the
WLAN’s coverage area. For this reason, we placed
the test machines at close range to operate on the
maximum available channel bandwidth.
Theoretically, the maximum TCP rate of 802.11g
network is 24.4 Mbps and the maximum UDP rate is
30.5 Mbps. The UDP throughput is higher than TCP
throughput because there is less protocol overhead
associated with UDP. Therefore, TCP throughput is
the most relevant metric in our performance
measurements.

To measure the throughput, we used IPerf and
JPerf as the graphical interface. IPerf tool was used
to measure TCP and UDP throughput in two
directions: uplink direction (from the client to the
virtual AP) and downlink direction (from the virtual
AP to the client). To measure response times or
latencies, we used ping. Ping is used to measure the
round-trip time between the client and the virtual
AP. In our test setup, IPerf was installed on two
machines; the machine which hosts the virtual
wireless routers functioned as IPerf server and the
wireless client machine as IPerf client. IPerf was
configured on the wireless client to run tests for 60
seconds in both directions and provided values in
Mbps.

We performed the same test in both native and
virtual environments. In the native hardware
environment, the tests were performed between a
remote client and host machine running three virtual
APs without virtualization. In the virtual
environment, the tests are performed between a
remote client and a VM directly attached to the
virtual routers. In this case, the wireless traffic
passing through the virtual routers.

Fig. 6 depicts the throughput test results where
all throughput results have been averaged over three
measurements. The average downlink/uplink TCP
throughput is 21.8/18.6 Mbps in the native hardware

environment and 21.4/18.2 Mbps in a virtual
environment. Latency test results show that the
average round-trip time in native hardware
environment is 1.1 msec and 2.1 msec in the virtual
case. This latency overhead comes from the
virtualization layer. The results show that our
proposed solution achieves performance metrics
comparable to the native hardware environment.

W native
Virtual

Downlink TCP Uplink TCP Downlink UDP Uplink UDP

Mbps

Fig. 6 — Throughput test results

7. CONCLUSION

In this paper, we introduced a virtual networking
infrastructure  using  different  virtualization
techniques. Also, we proposed a viable approach to
realize virtual WLANSs by combining wireless LAN
virtualization ~ technique  with  open  source
virtualization platform.

Our approach adds wireless LAN functionally to
virtualization environments. Summarizing some of
the benefits, we can conclude that our proposed
solution:

e Enables virtualized wireless LAN architectures.

e Builds wired and wireless networks without
deploying physical infrastructure.

e Adds the wireless LAN management and control
functions to virtualization environments.

For the future, it is planned to investigate
performance measurement and optimization with the
Xen open source hypervisor. Also, we will design a
platform for virtual WLAN approach with different
security infrastructures.
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Abstract: The reliable tracking of humans and materials in indoor scenarios is an ongoing research issue. For
example, the monitoring of humans in partially hazardous environments — like the surroundings of an underground
longwall mining infrastructure — is crucial to save human lives. A centroid location estimation technique based on
received signal strength (RSS) readings offers a well known and low-cost tracking solution in such a rough environment
where many other systems with optical, magnetical or ultrasound sensors fail. Due to signal fading the RSS values
alone cannot ensure a precise tracking. The sensor fusion of the RSS-based localization with an inertial navigation
system (INS) leads to a more precise tracking. The long-term stability of the RSS-based localization and the good short-
term accuracy of the INS are combined using a Kalman filter. The experimental results on a motion test track show that
a tracking of humans in multipath environments is possible with low infrastructural costs.

Keywords: Inertial Navigation System, Kalman Filter, Received Signal Strength, Indoor Tracking, Sensor Fusion.

1. INTRODUCTION

In an environment with partially dangerous areas a
rough but high-available localization of humans with
a monitoring of their movement patterns is of interest.
For example, the detection of maintenance staff in the
longwall mining, in particular close to self-advancing
hydraulic shields is necessary.

Longwall mining is a highly productive
underground coal mining technique where massive
shearers cut coal from a wall face, which falls onto a
conveyor belt for removal. The hydraulic shields are
placed in a long line in order to support the roof of the
coalface and maintaining a safe working space along
the face for the miners. The automatic motion of the
hydraulic shields needs to be stopped when a miner is
localized in front of them. The accuracy of the
localization system determines the size of the security
zone and the amount of shields which are involved.
Besides the accuracy also the availability of the
localization system plays a significant role for the
availability and efficiency of the longwall mining
system, since the safety critical system architecture
requires an immediate idle state of the system.

The environment of a longwall mining system
does not permit a global radio-based positioning (e.g.
GPS). A local radio-based system with a
multilateration of several distance approximations

between an unknown node (blind node, BN) and
fixed anchor nodes (reference nodes, RNSs) is
applicable to find out the position of a miner equipped
with a BN.

The received signal strength (RSS) offers a low-
cost sensor for ranging-based localization systems. A
classification of the ranging-based techniques is
shown in Fig. 1. The use of directional sensors like
infra-red (IR), ultrasound, optical and magnetic
systems is limited to line-of sight (LOS) scenarios.
There are several RF-based methods which can be
used also in non-line-of sight (NLOS) scenarios. In
principle the location estimation can be realized via
analyzing signal propagation delays (time of arrival —
TOA, time difference of arrival — TDOA), receive
directions (Angle of Arrival — AOA) or RSS readings.

Range-based Localization Techniques

Sensor Type Estimation End Signal Metric Metric Processing
¢ Optical + Network-Based ¢ AOA (Angle of o Triangulation
« Magnetic (Location-Aware) Arrival) « Pattern Matching
« RF (Radio ¢ Handset-Based ¢ TOA/TDOA + Centroid
Frequency) (Location-Support) (Time of Arrival / {_ Estimation
« IR (Infra-Red) Time Difference

of Arrival
¢ Ultrasound + RSS (Received
Signal Strength)

Fig. 1 — Classification of range-based localization
techniques. Source: [1]

330



Andreas Fink, Helmut Beikirch / Computing, 2011, Vol. 10, Issue 4, 330-336

The methods are more or less affected by the
problems of multipath propagation and resulting
fading effects. For multipath environments the
distances based on RSS measurements are often
erroneous, especially for dynamic environments
where the position of obstacles (or humans) may
change continuously. Thus, for a range-based
localization it is difficult to rely only on the raw RSS
values. For a correct interpretation of the values
according to a path loss model additional measures
are required, since the influence of large-scale and
small-scale fading effects leads to bad distance
estimations. [2],[3]

The small-scale fading due to reflection,
diffraction and scattering on obstacles is the main
issue. When the transmitter or receiver change their
position by small movements in the order of the
wavelength (e.g. = 12.5 cm for 2.4 GHz) the RSS
may vary by three or four orders of magnitude
(30..40 dBm). Therefore it is challenging to
approximate the distance between transmitter and
receiver with the RSS only. A detailed description of
fading principles is given in [4], [5] and [6].

With a combining of the information coming
from different types of sensors the accuracy of the
localization can be improved. Compared to a system
relying on a single sensor, the location estimation
has a reduced uncertainty and an increased tolerance
to single point failures. It is a common used
technique to combine the position estimations of an
RF-based system with an inertial navigation system
(INS) [7], [8], [9]. In comparison to the RSS-based
RF positioning system no external references are
necessary for the INS.

With the acceleration information of the BN it is
possible to calculate the change in velocity and
position by successive mathematical integration of
the acceleration with respect to time. The rotational
motion of the BN according to the environment
(reference frame) must also be taken into account so
that a three-dimensional INS overall has six degrees
of freedom (DOF). The rotations around the
acceleration directions may be sensed using
gyroscopic sensors. The latest advances in micro-
electro-mechanical (MEMS) acceleration and
gyroscopic sensors support the design of a low-cost
inertial measurement unit (IMU). Sometimes an
additional earth magnetic field sensor and a preasure
sensor are added to the IMU to support the heading
and height calculation in the three-dimensional
space.

In this paper we propose the sensor fusion of a
proprietary RF localization system and a low-cost
INS using a Kalman filter. In section I, the
infrastructure components and algorithms of the RF
localization system are described together with the
challenging multipath fading. In section Il1, the INS

with the system architecture of the low-cost IMU is
presented. The procedure of the sensor fusion with a
Kalman filter is given in section IV. In section V, we
validate the localization system performance by
experimental results of a dynamic measurement on a
motion test track. In the last section VI, the results
are discussed and investigated in terms of an outlook
for further system developments.

2. RF LOCALIZATION SYSTEM

The infrastructure components of the RF
localization system are shown in Fig. 2. We assume
a one-dimensional localization scenario as it is given
in an underground longwall mining application [10],
although the system is also applicable for a two-
dimensional localization (e.g. in a factory building)
[11].

Fig. 2 — RF localization system with infrastructure
components in an underground longwall coal mining
tracking application (RN — reference node, BN — blind
node). Source: Own elaboration

The blind node (BN) which should be located can
move in front of a line of reference nodes (RNS)
with fixed positions. The RNs are connected to a
date concentrator (e.g. industrial PC) via a wired bus
interface (e.g. CAN). The localization process can
be subdivided into the components data acquisition,
data preprocessing and location estimation (cf. Fig.
3). The single processing steps are described briefly
in the following.

¢ In the data acquisition phase the RNs receive
packets from the BN and store the
corresponding RSS values. Since we use a
multimodal diversity platform with four single
RF transceivers on the BN and the RNs more
than one packet can be received at the RN.
The redundant values are transmitted to the
data concentrator using the CAN bus.

e In the data preprocessing phase a selection
combining (SC) of the redundant RSS values
is done. The maximum RSS of each RN is
computed and transformed into a weight.

e In the location estimation phase the BN
position is calculated with the weighted
centroid of the known RN positions. A
detailed description of the used selective
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adaptive  weighted  centroid  location
estimation algorithm can be found in [10].

Location Estimation

.-~,-]-- " Distance
Calculation

‘-’:' . ‘",’. RNl-Recordmg

~-‘»..:-~--' Selection Model)

Fig. 3 — Structure of the RSS-based localization
system. Source: Own elaboration

Estimated
~» BN
Position

Selective Adaptive
= Weighted Centroid
(SAWCL) Algorithm

'RN n - Recording I =3 (Loutofm)

of m RSS Values

When designing an RSS-based indoor location-
sensing system it is recommended to concentrate on
the proper acquisition of the RSS values since their
interpretation has the main influence on the system’s
accuracy. For an obstructed Indoor environment like
the longwall mining application illustrated in Fig. 2
multipath effects have to be taken into account at the
propagation of electromagnetic waves. Macroscopic
objects with metallic surfaces (e.g. hydraulic shields,
shearer, conveyor belt) are characteristic for these
environments. Therefore, not only LOS connections
but also NLOS connections between transmitter
(BN) and receiver (RN) have to be considered. As a
consequence of the multipath propagation by
reflection, diffraction and scattering effects
interferences of different multipath components at
the receiver occur. As represented in Fig. 4, the
distance-dependent path loss at the propagation of
electromagnetic waves between transmitter and
receiver is influenced by two different fading
components.

60 2.4 GHz RF Path Loss (TX speed=0.27 m/s)

~
o

o
o

Received Signal Strength (RSS) in dBm
o
o

-100

0 2 4 6 8 10 12
Distance between TX and RX antenna in m

Fig. 4 — 2.4 GHz path loss measurement over a
distance of 11 m (TX speed = 0.27 m/s, f = 2440.22
MHz, 250 kHz RF bandwidth, 150 RSS samples, 5 Hz
update rate). Source: Own elaboration

Without any  disturbances (free  space
propagation) the distance-depending path loss shows
a logarithmic dropping of power with linear
increasing distance according to the log-distance
path loss model. With (1) the average path loss

PL(d) (in dBm) over a distance d is given by the
average path loss over a reference distance d, and
the environment-specific propagation coefficient n

[4]

PL(d) = PL(do) + 10 - n - log (<) (1)
0

For obstructed Indoor environments a log-
normally distributed random value X, can be added
to the above equation to take the large-scale fading
due to shadowing through obstacles into account.
The small-scale fading due to interferences of
different multipath components is the main source of
errors for the radio-based localization system.
Frequency specific signal dropouts in case of
destructive interference effects lead to bad distance
approximations and a large location estimation error
(LEE). In some cases — when the signal strength at
the receiver is below the receiver’s sensitivity
threshold the signal gets lost and no information for
the distance between transmitter and receiver can be
calculated. Thus, the small-scale fading influences
not only the accuracy of the location estimation but
also the availability of the system.

A diversity concept with the use of space and
frequency diversity at the same time is used to
improve the accuracy of the distance estimation and
increase the system’s availability.

The RF communication takes place by
proprietary radio modules from Amber Wireless.
Both the BN and the RN have a multichannel
transceiver with four RF modules which are
arranged in a rectangle (from the top view, cf. Fig.
5). Two different frequency bands (868 MHz and
2.4 GHz) are used, whereby the diagonal arranged
modules use the same frequency band.

Rafarenece Modss (RNs)

Fig. 5 — Overview of the radio positioning system
and diversity concept with eight RF communication
channels. Source: Own elaboration

The AMB2500 (T1 and T3) operates at the
license-free ISM  band at 24GHz (f,,=
2440.2 GHz) and is attached by the CC2500 Low-
power RF IC. The AMB8400 (T2 and T4) operates
at the license-free ISM band at 868 MHz (f,, =
868.3 MHz) and uses the CC1101 Low-power RF
IC. For both ICs the MSK modulation, a data rate of
250 kbps and an output power of +10 dBm are
used. Beside space diversity also frequency diversity
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is realized with eight uncorrelated communication
channels. In the best case eight RSS values are
collected for each RN and the best of them is used
for the distance approximation after a selection
combining (SC). We use two single SC blocks for
each frequency and a following SC for their output
as it is shown in Fig. 6. After all the maximum RSS
value is forwarded to the distance calculation block.

% T1 ——Channel A—»|
(868 MHz) |—Channel B—»| Max-RSS
Max
SC =B coy™]
\K T3 —Channel C—{ (868 MHz) B
(868 MHz) —Channel D—|
Max-RSS

—Max—»

Channel A—|
Channel B—»| Max-RSS Max
SC

— —»
Channel C—»| (2.4 GHz) (AB,CD)
Channel D—|

Fig. 6 — Two-stage selection combining (SC) using
spatial and frequency diversity channels. Source: Own
elaboration

3. INERTIAL NAVIGATION SYSTEM

The fundamentals about inertial navigation are
given in [12] and [13]. In principle, an INS consists
of the inertial sensor platform (inertial measurement
unit — IMU) for the acquisition of the motion and the
navigation computer for the calculation of the
position of the platform. When the sensors are
mounted directly to the the body of the platform it is
called a strapdown IMU and a strapdown
mechanization can be used to compute the position
of the platform in the navigation frame.

The strapdown mechanization of the INS is
shown in Fig. 7. It uses a three-dimensional
navigation frame with six degrees of freedom. The
three translatory motions (a,, a, and a,) and the
three rotary motions (w,, w, and w,) are measured
in the body frame. For the translatory motions
acceleration sensors are used. The rotary motions are
measured with angular rate sensors (gyroscopic

N 'd N\
ap»  Signal [@.bP| —ax_nP| Vy_nP| > Sx_n
correction Gravi
. ravi
Acc |—ay p¥»| - bias —ay_b' Corrty ay_n P I Vy_n P I Sy n
- nonlinearity .
Acc |Ha, ,»{ - temp drift a: o> a, > V, 1> S, n
()
wx_b" Signal  [FWx o>
correction Atti
itude
Wy ) - bias " Com
- nonlinearity P
W, P - temp drift l_wz_b'.)
IMU INS

Fig. 7 — Three-dimensional strapdown inertial
navigation system. Source: Own elaboration

A temperature compensation is used for the

sensors and the values are corrected according to
bias and nonlinearity errors. The filtered vector of
the angular rates w” is used to update the attitude of
the sensor platform in the navigation frame. The
integrated values are expressed by the Euler angles
¢, 6 and . For small angular rate changes Aw" the
corresponding rotation matrix C;' is given with

1 —y sinf
cp = [ R ] ©)
—sinf ¢ 1

Cp is used for the transformation of coordinates
from the body to the navigation frame and the
gravity correction of the measured accelerations.
The corrected acceleration vector in the navigation
frame is given with

dn = Cpdp = g 3)

To get the corresponding velocity vector v, for
the movement between the actual measurement at
time step t and the last measurement at time step
t — 1 (3) needs to be integrated.

() = Bt — D) + [ Gu(O)dt  (4)

The position vector can be calculated by
integrating (4) and is given with

5u() = 3,(t = D + [ B, ()dt.  (5)

The Low-cost IMU hardware has six degrees of
freedom (DOF) and is shown in Fig. 8. The system
architecture has two sockets for the connection of
the IMU to the system controller on our
multichannel transceiver platform (cf. Fig. 2). We
use the features of the IMU platform on both the BN
and the RN.

USB interface

Fig. 8 — Six DOF low-cost IMU hardware platform.
Source: Own elaboration

333



Andreas Fink, Helmut Beikirch / Computing, 2011, Vol. 10, Issue 4, 330-336

The USB interface is used for the sensor
calibration on the BN and the CAN interface for the
connection of the RNs to the data concentrator PC as
described in section II.

The x-, y- and z-component of the BN’s
acceleration is measured with a digital LIS3LV
triaxial acceleration sensor which operates at a full
scale range of +2g. The angular rates around the
three axis are measured with analog LY530ALH
gyroscopic sensors with a measurement range of
+300 °/sec. The actualization rates of all sensors
are set to 40 Hz. The detailed sensor characteristics
are summarized in Table I.

Table 1. IMU sensor characteristics

Parameter LIS3LV Acc | LY530ALH Gyro
Measurement +2g +300°/sec
range
Resolution 12 Bit 12 Bit
Data rate 40 Hz 40 Hz
Temperature 0.025%/°C 0.05°/sec/°C
sensitivity
Nonlinearity +2%FS +1%FS

The sensors need to be calibrated before they can
provide useful results. We use an in-field calibration
without the need of external equipment (e.g. three-
axis turn-table) as it is proposed in [14].

4. SENSOR FUSION ALGORITHM

In [11] a plausibility filtering of the calculated
distances between the BN and the RNs is proposed.
In [10] the RSS-based BN position (and not its
distances to RNSs) is filtered according to an one-
dimensional motion vector where the INS position
acts as a threshold value. This feedforward
architecture is easy to implement and requires only a
small amount of additional processing steps. Our
new approach uses a feedback architecture for the
adaption of the estimated position (cf. Fig. 9).

Zk RSS z kK INS
Fusion
Z
k
Y

1 Xy X,
Prediction Correction —p

Fig. 9 — Multi-sensor multi-temporal centralized
measurement fusion. Source: [15]

The measurements from the RSS-based
localization system and the sensor values of the INS
are combined with a centralized measurement fusion

according to [15]. The resulting observation Z is
used for the correction of the a priori state estimate
Xk
The Kalman filter uses a set of mathematical
equations that provides an efficient technique to
estimate the state of a discrete-time controlled
process. The recursive algorithm predicts the actual
process state with the last state and the actual
measurement for process input. The model for the
process and measurement is given as follows:

X = Axk_1 + Wi, (6)
Zp = Hkxk + V. (7)

The process noise wy, and the measurement noise
vi, are assumed to be independent (of each other),
white, and with normal probability distributions. We
take the covariances of a real life path loss
measurement for the initial noise estimations. The
filter is divided into two parts, the time update
(prediction stage) and the measurement update
(correction stage). The time update equations for the
filter are the following [16]:

R = ARy_q, 8
P, = AP _;AT + Q. 9)

The time update equations project forward the
current state X, and the error covariance estimates
Py_, to obtain an a priori state estimate. Q is the
process noise covariance matrix. The n x n matrix A
defines the transition from the state at the previous
time step k — 1 to the state at the current step k. The
measurement update can be described as follows:

Ky = P HT(HP HT + R)71, (10)
ﬁk = )’Zl: + Kk(zk - Hﬁl:), (11)

The Kalman gain Ky is used to weight the
difference between the a priori state estimate £, and
the current measurement observations z,. The
measurement noise covariance matrix R s
dependent on the variance of the measurement
values. The n x n matrix H relates the state estimate
Xy to the measurement zy,.

5. EXPERIMENTAL RESULTS

The test bed for the localization system is a
tracking application on the motion test track shown
in Fig. 10. Seven RNs are evenly distributed next to
the track. Reflecting walls are installed to force
multipath RF propagation for a realistic scenario.
During the experiment the BN moves between the
end positions A and B and the RSS and INS
measurements are collected on the data concentrator.
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Fig. 10 — RF positioning system on a motion test
track in a multipath indoor environment (BN - blind
node, RN — reference node). Source: Own elaboration

A Java application (cf. Fig. 11) is running on the
PC for the computation and visualization of the
BN’s position. The central component of the
software is the radio map where the infrastructure is
visualized. The circles around the RNs represent the
RSS-based distance approximations. The recorded
RSS values are also saved in a database together
with the INS measurements. Therefore an offline
calculation of the BN’s position is possible and the
performance of different measurement noise
covariance matrices for the Kalman filter can be
compared easily.

"RSS+INS _filter” uses the motion data from an INS
to filter the BN position [10]. The fourth
configuration "RSS+INS_fusion” is the proposed
sensor fusion of the RSS localization and the INS
using a Kalman filter. The cumulative distribution
functions (CDFs) of all configurations are shown in
Fig. 12.

1.0 T
0.9 - A

0.8 - s

0.7 1 75

ty
o oo
A 00O
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<
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N

Probabili

4 — RSS+INS_fusion
V4 ——— RSS+INS_filter
----- RSS+d_filter

RSS

© o oo
ok MW
L

o
o

0.5 1.0 1.5 2.0 2.5 3.0
Location Estimation Error (LEE) in m

Fig. 12 — Error probability for the location
estimation of various filter configurations. Source:
Own calculation

A detailed error statistic can be found in Table II.
The median error LEEmed is nearly the same for all
configurations. Looking at the 99t percentile the
influence of the filter and fusion algorithms gets
obvious. The maximum error of the RSS localization
system without any filter is 2.78 m. With the
plausibility filtering of distances the maximum error
is reduced by more than 25 % to 2.08 m. With the
sensor fusion of the RSS localization and the INS
the maximum error is reduced by even more than
62 %1t01.08 m.

Table 2. Performance comparison of different filter
configurations (LEE - location estimation error in m)

Fig. 11 — Java software platform LEViAn
(Location Estimation with Visualization and Analysis)
on the data concentrator PC. Source: Own elaboration

We compare the location estimation error (LEE)
of four different configurations. The first
configuration is the "RSS” reference localization
without any additional filtering. The second
configuration "RSS+d_filter” uses the distance filter
technique from [11]. The third configuration

RSS RSS_+ RSS_+ RSS+_
d filt | INS filter | INS fusion
LEE,, | 0.52 | 0.54 0.48 0.46
OLEE 049 | 0.46 0.39 0.26
LEEqqy, | 2.38 | 1.89 1.58 1.04
LEE, .. | 2.78 | 2.08 1.93 1.08

6. CONCLUSION AND FUTURE WORK

Looking at the dimension of the test track with a
length of 9.60 m, the error range of the RSS
localization without filter covers more than the half
of the whole track, which indicates a bad system
performance. The proposed sensor fusion is useful to
reduce the error in a significant way. The combined
system has a sufficient precision and enables a
localization for many applications, e.g. for the
monitoring of maintenance staff in a longwall
mining infrastructure. Since the inertial sensor
technology based on MEMS techniques evolves
rapidly, the accuracy of the combined system can be
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even more improved with a newer and more precise
sensor platform. The purpose of a low-cost
localization system should be considered when
selecting the appropriate sensors. For the RSS
localization system a further development should
comprise the replacement of the proprietary RF
transceivers by standardized low-power protocols
like ZigBee or Bluetooth low energy. For the future
we are also consider to test the system in a real
scenario of an underground longwall mining
application. Therefore, we are currently working on
the intrinsic safety of the infrastructure components.

REFERENCES

[1] I. Guvenc, Enhancements to RSS based indoor
tracking systems using Kalman filters, In GSPx
& International Signal Processing Conference,
2003.

[2] E. Elnahrawy, X. Li, and R. Martin, The limits
of localization using signal strength: A
comparative study, In IEEE Sensor and Ad Hoc
Communications and Networks (SECON),
2004, pp. 406-414.

[3] K. Whitehouse, C. Karlof, and D. Culler, A
practical evaluation of radio signal strength for
ranging-based  localization, = SIGMOBILE
Mobile Computing and Communications
Review, (11), (January 2007), pp. 41-52.

[4] T. S. Rappaport, Wireless Communications —
Principles and Practice, Prentice Hall PTR,
2002.

[5] S. Haykin and M. Moher, Modern Wireless
Communications, Pearson Prentice Hall, 2005.

[6] A. Molisch, Wireless Communications, John
Wiley & Sons, 2005.

[71 F. Evennou and F. Marx, Advanced integration
of WiFi and inertial navigation systems for
indoor mobile positioning, EURASIP Journal
on Applied Signal Processing, (2006), (January
2006), pp. 164-164.

[8] H.Wang, H. Lenz, A. Szabo, J. Bamberger and
U. Hanebeck, WLAN-based pedestrian
tracking using particle filters and lowcost
MEMS sensors, In 4th IEEE Workshop on
Positioning, Navigation and Communication
(WPNC), 2007, pp. 1-7.

[9] P. Coronel, S. Furrer, W. Schott, and B. Weiss,
Indoor location tracking using inertial
navigation sensors and radio beacons, The

Internet of Things, 2008, pp. 325-340.

[10] A. Fink, H. Beikirch, M. Voss, and
C. Schroeder, RSSI-based indoor positioning
using diversity and inertial navigation, In IEEE
International Conference on Indoor
Positioning and Indoor Navigation (IPIN),
2010, pp. 1-7.

[11] A. Fink, H. Beikirch, and M. Voss, Improved
indoor localization with diversity and filtering
based on received  signal strength
measurements,  International  Journal  of
Computing, (9) 1 (2010), pp. 9-15.

[12] D. Titterton and J. Weston, Strapdown Inertial
Navigation Technology, Peter Peregrinus Ltd.,
1997.

[13] A. Lawrence, Modern Inertial Technology —
Navigation, Guidance and Control, Springer-
Verlag New York, Inc., 1998.

[14] W. Fong, S. Ong, and A. Nee, Methods for in-
field user calibration of an inertial
measurement unit without external equipment,
Measurement Science and Technology, (19) 8
(2008).

[15] H. Mitchell,
Springer, 2007.

[16] G. Welch and G. Bishop, An Introduction to the
Kalman filter, Chapel Hill, NC, USA, Tech.
Rep., 1995.

Multi-Sensor Data Fusion,

Andreas Fink, received his
M.Sc. degree in information
technology from the University
of Rostock in 2008. Currently he
works as a research scientist at
the Department of Computer

Science and Electrical
Engineering. His primary
research interests are powerline
communication interfaces,
wireless communication systems and indoor
localization.
Helmut Beikirch, to hold since 1998 the
professorship ,Electronic Devices and Circuit

Design“ of the Faculty of Computer Science and
Electrical Engineering at the University of Rostock.
He is the Head of the research group in electronic
circuit design and communication systems in
industrial automation.

336



Sebastian J.F. Fudickar, Bettina Schnor / Computing, 2011, Vol. 10, Issue 4, 337-343

] computing@computingonline.net
J www.computingonline.net

ISSN 1727-6209
International Journal of Computing

AUTOMATED NETWORK PROTOCOL EVALUATION — THE POTSDAM
WIRELESS TESTBED

Sebastian J.F. Fudickar, Bettina Schnor

University of Potsdam, August-Bebel-Strasse 89, 14482 Potsdam, Germany
[fudickar | schnor]@cs.uni-potsdam.de, www.cs.uni-potsdam.de/bs

Abstract: The Potsdam Wireless Testbed supports validation and evaluation of Wi-Fi radio stacks and wireless
applications in environments with heterogeneous hardware. In contrast to simulators, wireless testbeds support the
network stack validation with specific radio chipsets and radio signal propagations. Furthermore, wireless testbeds
unburden programmers from manually updating software on nodes. Scheduled test-runs are executed automatically for
a defined duration including compilation and deployment of the protocols and measurement scripts as well as
collection of measurement results and log files. The testbed supports heterogeneous processor architectures and radio
chipsets via internal cross compilation. The developer can overview the visualized results of its validation and therefore
can focus on the code and the results. Next to the support of several device and processor architectures, the Potsdam
Wireless Testbed is intended to support additional radio frequency ranges as well as mobile device.

Keywords: Test bed, validation, evaluation, wireless, Wi-Fi.

1. INTRODUCTION

This article introduces the Potsdam wireless
testbed utilized for the validation and evaluation of
radio network stacks and is an extended version of
an article published in the proceedings of the
Wireless ~ communications and  information
conference [1].

A necessity for automated protocol and
application validation and evaluation was recognized
in the ongoing development of the KopAL [2]
support system for elderly. In KopAL users are
equipped with mobile devices that assist them by
reminding on upcoming appointments, recognizing
critical situations (such as falls or losing-tracks) and
offering emergency-call functionality.

Since the mobile devices are maintained by their
caretakers, long device runtimes and reduced
maintenance times are necessary, to be accepted.
The development of the necessary energy efficient
protocols (e.g. for communication and localization)
requires regular validation and evaluations on
multiple device types. These devices’ characteristics
differ regarding radio chips (with radio frequency
utilization or functionality variations) and processor
architectures.

In case of KopAL, the development covers the
routing, logical link control (LLC) or media access
control (MAC) layers as well as the radio device
drivers and application logic. Therefore the KopAL

indicates a tendency towards mobile applications
that regularly require cross layer developments and
wireless communication stack manipulation to
achieve precise in-door localization, wireless sensor
node access or higher energy efficiency.

The development of wireless network stacks
requires extensive validation and evaluation, in
general. Since changes may influence additional
layers, an overall validation und evaluation is
required especially in case of cross-layer network
stack implementations (as found in Sub-1 GHz
networks or RFID). As a result, the proper
functioning of wireless network stacks can only be
ensured by validating the complete communication
stack, as recognized by Moss [3].

With heterogeneous hardware even the functional
spectrum of device drivers and chips differs as
recognized in [4] and therefore radio hardware and
drivers’ influences have to be taken into account
during validation and evaluation, as well.

The proper functioning of wireless network
stacks must sufficiently handle inter-node
communication and physical phenomena such as
noise or reflections to assure sufficient robustness.

As a result, network stacks must be validated
with multiple nodes in a representative environment
(with realistically placed obstacles and mobility) to
assure its proper functioning within the dedicated
environments.
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Frequent node reprogramming is a time
consuming part of the validation and evaluation
process. The manual alteration of node software
(including node collection, reprogramming and node
redistribution) is time consuming and deployed
nodes are hard to access. To increase the validation
efficiency, alternative approaches have been
developed that aim to automate the deployment of
software on distributed wireless devices and reduce
the manual validation and evaluation effort.

Existing automated validation or evaluation
systems can be categorized in network simulators,
wireless testbeds and hybrid solutions as discussed
in Section Related Work. As shown, the advantage
of testbed approaches is that they support the
validation of the full network stack including the
radio chipsets functionality.

However, since existing testbeds mostly focus on
homogeneous equipment, they have limited value
for the validation of networks that include devices
with heterogeneous hardware capabilities (such as
different radio chipsets, processor architectures or
memory). Limited solutions support automated node
mobility. Since the KopAL system requires the
network stacks validation for heterogeneous devices
(as summarized in Section 2) and node mobility, the
existing solutions do not fit our requirements, as
discussed in Section 3 of the KopAL project. A
novel testbed system has been developed (as
described in Section 5 to 7) and successfully
deployed within the Potsdam Wireless test bed.
Section 8 gives an overview of future extensions,
which are currently under development.

2. HARDWARE

As shown in Figure 1, the Potsdam Wireless
Testbed includes a PC with Ethernet and Wi-Fi
(IEEE 802.11 b/g) network interfaces acting as a
testbed management server and the following Wi-Fi
devices:

e The LinkSys WRT54GL Router' supports the
IEEE 802.11b/g Wi-Fi standard via a Broadcom
Wi-Fi chipset and 4 +1 Ethernet interfaces. Next
to 4 10/100 GBit Ethernet connectors 16 MB
main memory, 4 MB flash drive and a
Broadcom BCM5352 MIPS processor with 200
MHz.

e The Nokia N8x0® devices are supported as
mobile devices. They contain IEEE 802.11b and
g Wi-Fi transceivers, next to an USB serial
connection, a 400 MHz ARM CPU, 128MB
memory.

"http://www.linksysbycisco.com/LATAM/en/products/ WRT54
GL (14.09.2011)

2 http://mea.nokia.com/support/product-support/nokia-n800-
internet-tablet (14.09.2011)

Testbed Server

Wi-Fi Router

3|
@ Mobile Device
LS

Wi-Fi Connection

,-ﬂ',

C Ethernet Connection

Fig. 1 — Testbed hardware

e The Openmoko Freerunner’ is an alternate
supported mobile device type. It contains as well
IEEE 802.11b/g Wi-Fi transceivers, an USB
serial connection, a 400 MHz ARM CPU, and
256MB memory.

Therefore the testbed has to support different
processor architectures such as x86, ARM 9E and
MIPS. As described in Section 3.3, this fact is
concealed from the developer, as long as the
compilation succeeded. In case of errors, the
developer can analyze the logfiles and after
alterations restart the compilation.

Depending on the devices network interfaces and
mobility characteristics, the devices are connected
with the testbed server. While the routers are
accessible via an Ethernet connection, the mobile
devices connect via Wi-Fi links — either with an in
range Wi-Fi access point or directly with the server.

Since the inclusion of additional devices that
include Sub-1 GHz radio network interfaces as the
Chronoz Watch and the Mica2 sensor nodes is
intended the testbed system should be able to handle
multiple network standards and additional device
classes.

3. REQUIREMENTS

The development of the KopAL System indicated
general requirements that must be handled by the
Potsdam Wireless testbed. The devices of the
KopAL project have heterogeneous characteristics.
These heterogeneous characteristics include the
available radio interfaces (either the chipset and the
frequency ranges and protocols), processor
architectures and processing, memory or energy
capabilities. In addition the devices mobility differs
between the different device classes — while some
remain stationary (as the Linksys Wi-Fi routers)
others are mobile since carried around by the users.
The wvalidation system must handle this device
diversity and the resulting necessities, which are
further discussed in detail.

? http://wiki.openmoko.org/wiki/Neo_FreeRunner (14.09.2011)
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The intended radio standard diversity (even on a
single node) requires the support of multiple
network interfaces and the dynamic (de-)activation
per node. In addition, the functional implementation
provided by radio chips and device drivers differs
from each other. As recognized in chips of the Sub-1
GHz frequency band, the implementation of CRC
checks is supported by hardware in selected chipsets
(such as the CC1100) while others (such as the
CC1000) outsource it to the network drivers. In
these frequencies even encoding of the Checksum
varies (between high-bit and low-bit order). The Wi-
Fi chipset variances as found in timestamp precision
(of received messages) was recognized by Haustein
[4] but complicates the network stack adaptation,
next to differences between FullMAC and SoftMAC
network cards. Since radio stacks may highly
depend on functionalities (such as timestamp
precision, RSSI measurements and CRC checks)
network stacks must be evaluated on all relevant
radio chipsets. The combination of different
hardware devices with heterogeneous radio chips is
problematic as well (e.g. by differing CRC
checksum encoding or signal modulation). To
validate robustness for these error types the
validation must include all potential radio chipset
combinations.

The heterogeneity of the devices (of the KopAL
project) is not limited to the included radio chipsets.
The devices as well include a various processor
architectures (such as x86, ARM and MIPS). The
compilation of the network stack for the different
architectures should be handled autonomous by the
testbed system, to relieve the programmer from
preparing several solutions.

In addition, the available main memory of the
devices varies. This has to be taken into account,
since limiting the storage of measurement and log
file on the devices during test runs. To exclude
potential message losses, the testbed must handle
this challenge as well.

The KopAL system includes localization
functionality and supports node mobility. Since the
node mobility may influence the link stability and
the topology changes, it must be evaluated as well.
To assure the comparability of the results, the node
mobility must be reproducible.

While some devices exclude an internal energy
supply (and are charged via power connectors)
mobile devices include batteries and therefore are
energy critical. Since the energy efficiency is a
critical factor of a network stack — the testbed should
support the collection of energy consumption as well.

Additional aspects of heterogeneity include
supported programming languages for measurement
scripts.

4. RELATED WORK

The manual reprogramming of nodes for the
validation of wireless network stacks, can be
overcome by several automated validation systems.
These systems can be categorized as follows:

e Network simulators emulate virtual devices and
simulate the message transmission between
them with software. For simulating radio
networks, the message transmissions are
calculated via radio wave propagation models
(such as [5] and [6]). Since the network stack is
loaded into the simulator, developers must not
reprogram multiple devices. In addition, for
network simulation no specific hardware
equipment is required. The limited investments
and the reduced deployment times make
network simulators a good choice for research
groups with limited resources. In addition,
simulators enable the evaluation of network
stacks and protocols on tremendous amount of
nodes. Simulators as well give easy debugging
functionality and runtime speed-ups (by time
accelerated).

However, simulators include several drawbacks
that limit their validation usage to primer functional
test of the upper layers.

Current radio propagation models approximate
the radio propagation for algorithms efficiency,
since “propagating each message all over the
playground and hence delivering it to each node,
slows down the simulation.”’[6] Therefore, if not
excluded, these models [7] approximate phenomena
such as interference, reflection or diffraction via ray
tracing. In addition, the influence of obstacles (e.g.
containing metal or water) on radio waves signal
strength is excluded from any propagation
algorithms, to the authors’ best knowledge.

The recognized differences of radio chipset
supported functionalities cannot be covered by
simulators, making a validation on the utilized
hardware indispensable.

o Testbed systems automate the deployment and
validation process of network stacks on multiple
devices. Therefore testbeds relieve developers
from manual software-deployments, by
automatically updating software on nodes. Next
to the automatic update mechanism testbeds
support the initiation and termination of test runs
including the collection of measurement results
and log files. Several existing testbeds include
node mobility, either via robots [8], [9], or via
humans carrying devices [10]. A major
drawback of testbed systems is the limited
debugging support, which in contrast the
detailed simulation debug information is mainly
limited to message statistics or log output (as

339



Sebastian J.F. Fudickar, Bettina Schnor / Computing, 2011, Vol. 10, Issue 4, 337-343

found in MoteLab [11]). While most existing

wireless testbed systems support a single radio

frequency, the EWANT [12], WHYNET [13]

and DES [14] testbeds include wireless network

transceivers for multiple frequencies (and
combine 2,4GHz Wi-Fi with 868MHz

transceivers). However even this system limits a

test run to one frequency, while the alternate

ones utilization is limited for configuration
purposes instead of combined routing purposes.

As a result these testbeds do not support the

evaluation of hybrid networking solutions, what

we aim for.

e Emulators, such as MiNT [15], combine node
simulation with package transmissions over
physical radio links by utilizing antennas (or
attenuators) for message transmissions while the
processing is executed on a single computer
(similar to the simulator approach). Therefore
emulators combine the advantages of both
(efficient debugging of the simulation results
with  realistic radio signal distribution
characteristics). However, the proper
functioning cannot be validated on different
hardware devices via hybrid solutions.

The above mentioned systems include the
following restrictions, making their utilization for
the KopAL system validation suboptimal. The
simulation based testing and debugging seems
appropriate for initial debugging, testing and
validation — since message flows can be validated
(even for large scale networks). However,
simulation cannot validate the appropriate
functioning on specific hardware and realistic
circumstances (e.g. caused by approximate radio
propagation models). Therefore an initial simulation
based wvalidation of developments must be
supplemented by a “physical” test in realistic
environments that should cover the intended
hardware and physical conditions.

5. TESTBED MANAGER

The testbed manager is the essential component
of the testbed. The testbed manager handles creation,
deployment, execution and operation of test runs and
initiates the collection of measurement results and
log files.

Test-runs have a defined duration after which
they are stopped.

Created via the Web-Frontend (as described in
Section 6) they as well include a routing protocol, a
measurement script and a (sub-) set of available
nodes.

Once created, test-runs are scheduled in a Fi-Fo
queue within the testbed manager for execution. The
testbed manager executes uploaded testruns

sequentially. When a test-run is executed, the nodes
software is updated with the dedicated routing
protocols and measurement scripts. In case the nodes
have a separate network interface (such as Ethernet)
it is used for configuration purposes. Nodes without
a separate network interface, connected with the
testbed server can continuously lose connection
(caused by a faulty routing protocol). To prevent
permanent disconnection of any node a management
routing protocol is stored on the nodes. In the so
called management mode the OLSR protocol [16] is
used as “management routing protocol”. In case a
node permanently lost connectivity to the base
station (recognized via heart-beat messages) the
management mode is started.

For reprogramming purposes all nodes switch
(between test runs) to the management mode as
shown in Figure 2. Therefore disconnected nodes
automatically switch to the management mode,
waiting to rejoin the network after the current test
run is finished.

When a test run is finished, the management

and logs

Upload
protocol and
seripls

Figure 2: Testbed state transitions

server collects all measurements and log files and
generates (visual and textual) summaries of them.
Afterwards it requests all nodes to reset its routing
protocol to the management mode. Receiving this
reset request each node stays connected for 1
minute, to assure sufficient time to forward the reset
message to the whole network, before changing into
management mode.

After all required nodes have entered the backup
mode, the routing protocol and measurement scripts
of the new test run are deployed on the devices. The
appropriate routing and measurement scripts are
transmitted compressed to the nodes and afterwards
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decompressed and installed on them.

Afterwards the testbed manager initiates a
(delayed) start of the uploaded routing protocol on
all specified nodes. As a result the nodes leave the
managed mode. So does the testbed server.

The installation is validated via a status request
message, which is initiated by the testbed manager
after the restart. The status response indicates (next
to the connection success) the version of the active
routing protocol and measurement script.

Unavailable nodes are excluded from the testrun
but are logged by the testbed manager for later
debugging purposes. The user can interrupt the
current testrun manually (at any time) and
reschedule an altered version for later execution.

The testbed manager starts the test run by
initiating the measurement script. As described in
Section 7 measurement scripts collect connection
data (such as quality or signal strength
measurements) and generate the network traffic. As
a result, the message flows during a testrun are
regulated by measurement scripts and the routing
protocols. Nodes as the Linksys WRTS54GL router
may regularly face full memory problems. In such
case, measurements results can be transmitted
(pushed) from the devices, to the testbed server
during a test run. To reduce the network load all data
is compressed on the devices before transmission.
Being aware of potential influences on the
measurement results, the measurements (and log
files) are preferably stored on the nodes and pulled
by the testbed server when the test run is finished.
Since the Linksys routers use a wired connection
with the testbed server for these transmissions these
influences are excluded in our current setup.

On the testbed server the data is decompressed,
processed and attached to the test run.

When the specified testrun duration has passed, a
stop message is send by the testbed manager to all
participating nodes, which finalize the measurement
script execution (if not already finished).

All  control messages for protocol and
measurement script updates, test run management
and collection of measurement results and log files
are handled by the testbed manager. HTTP is
utilized as communication protocol combined with a
php processor on each node, to handle incoming
requests, for interoperability and portability reasons.
Some control tasks (such as the update of routing
protocols or packaging of measurement results)
utilize additional shell scripts, executed by the PHP
scripts.

If available, testbed devices utilize the buildings’
Ethernet infrastructure. To minimize the impact of
resulting network traffic (which might increase in

case of updates) on other computers and the overall
network performance, the participating nodes are
grouped within a virtual LAN.

Next to the execution and planning of upcoming
testruns, the testbed manager handles additional
functionality such as the preparation of uploaded
routing protocols or measurement scripts.

Uploaded measurement scripts (that require
compilation) or routing protocols are immediately
prepared for deployment.

Therefore they are automatically compiled for all
supported platforms via cross compiler tool chains.

6. USER INTERFACE

All user interactions of the test-bed system are
executed via an AJAX Web page. As a result the
testbed can be managed location independent.

Users can upload measurement scripts and
routing  protocols, manage nodes, create
configuration and schedule test runs.

In addition the current state of a testrun and the
results are summarized. Therefore test run results
(including dynamic visualizations and raw data of
measurement results as well as log files) are
visualized. Automatic generated gnuplots of
measurements can be downloaded as well and used
for future documentation.

Since the testbed server is developed with Java,
the user interface as well was developed in Java
including the Spring* and Hibernate® Frameworks.

7. MEASUREMENT SCRIPTS

Measurement scripts should be executable on all
device-types. Since separated from the routing
protocols, measurement scripts are applicable in
general (as long as the protocol supports the required
interfaces) and enable a comparison of routing
protocols.

In the Potsdam Wireless Testbed, measurement
scripts can be programmed either as shell scripts, or
as C programs. Therefore developers can use the full
spectrum of the available Linux tools (such as ping
or wget through scripting) or may develop specific
solutions to precisely fit their requirements. The
measurement scripts can be extended by additional
precompiled programs (as long as portable to the
selected nodes) which then should be packaged with
the specific measurement script package.

4 http://www.springsource.org/ (14.09.2011)
> http://www.hibernate.org/ (14.09.2011)
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8. FUTURE WORK

The Potsdam wireless testbed currently supports
various devices with Wi-Fi transceivers but is
currently extended by additional radio spectrums,
hardware platforms. The supported hardware
platforms are extended by additional devices such as
the Mica2® sensor nodes and the TI eZ430 Chronos
watch’. Therefore additional radio spectrums such as
Sub-1 GHz are supported as well. To ensure a high
portability the inclusion of TinyOS® as additional
Operating system for these devices is intended.

Furthermore, the testbed will be equipped with
robots carrying mobile devices during test runs,
including autonomous recharging functionality.
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Abstract: One option for reducing carbon dioxide emissions is the future use of renewable instead of fossil resources. A
consistent prerequisite is the optimization of household customers’ energy consumption behavior. The suitable
visualization of energy data, corresponding costs and tariff information on mobile devices is essential to achieve this
goal. Energy data are acquired by a smart meter and transferred over wireless networks to a mobile device to provide
the customer with relevant information about his current energy usage. The household customer is hence enabled to
manage his energy consumption, to hold the optimal load and meet the optimum price. Suitable typs of visualization,
specific for different tariffs, are identified and presented together with necessary technologies and methods for

communication and data access and delivery.
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1. INTRODUCTION

The reduction of carbon dioxide emission is one
of the primary tasks of EU and national policies. To
achieve this, energy production has to be changed to
use renewable instead of fossil resources. Moreover,
the household customer is required to change his
attitude using energy by reducing his total annual
energy usage and by managing the energy demand
to avoid load/demand peaks. Demand peaks cause
problems in electricity production and energy
distribution within grids. Energy generation plants
always need to meet the exact capacity demanded.
Generally, the objective is to reach the best
conformity of the household’s energy consumption
profile to the energy provider’s supply profile and
resp. the energy cost profile. Smart metering
technologies enable electricity providers to
effectively reflect the change in energy usage. The
idea is to use demand response to influence load
curve patterns [2], i.e. the change of demand as
reaction to price changes [3]. This means
introducing new pricing models and new tariffs.
Essential for motivating the household customer to
change his behaviour of using energy is to provide
him with specific information about his current
energy load, his usage and the corresponding costs,
i.e. tariff information.

The primary target of the work presented in this
paper is visualizing smart meter information and
therefore giving household customers an opportunity
for analyzing their energy wusage. Different
approaches are discussed for providing necessary
and specific information conveniently on mobile
devices, e.g. smart phones. Three tariffs, a time
variable, a load variable and a tariff depending on
total usage together with specific data visualizations
and modes of data access are presented. Moreover,
the mobile and wireless communication path from
the smart meter or from the energy provider’s
enterprise resource and planning system to the
mobile device (smart phone) is discussed.
Preliminary results have been presented previously
by Kohlbrecher et al. [16].

2. RELATED WORK

Visualizing detailed information on small screens
of mobile devices is an important topic. Since mobile
devices are used in changing contexts, there is a
difference to the same situation with a desktop PC.
Nielsen [22] found four main usability hurdles for
mobiles devices: small screens, awkward input,
download delays and miss-designed sites. Guidelines
for designing apps are given by Keck [13] and for
designing mobile web sites by the W3C consortium
[27]. The guidelines describe how to design an app or
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a website which can be used and understood easily by
the user. An app or website has to be designed along
the paradigms of the operating system, for example
the back button in iOS is located in the upper left
corner as a standard. The corresponding app or
website has to follow accordingly.

Leung et al. [18] found age-related differences
with the reception of mobile device icons. The W3C
consortium [27] offers a mobile OK Checker for
validating and optimizing mobile websites.

The decision of using either an app or a website
approach depends on the field of application. It is an
individual decision and there is no general solution.
Advantages and disadvantages are shown by Gather
[11].

A software system for visualizing smart meter
data on personal computers is developed by Dr.
Neuhaus [4]. A similar app for iPhone and iPad was
presented by enexoma AG [6].

Kunold et al. [14] developed a smart metering
controller (SEC) for wireless transmission and
storage of smart metering data within the customer’s
household. Data analysis and visualization is
performed on a notebook.

3. DATA PRIVACY AND SECURITY

Besides the technical solutions of transfering,
storing and visualizing energy data data privacy and
security is a frequently discussed issue.

Depending on the selected tariff, energy load data
items have to be recorded and stored. Data of high
granularity, i.e. high resolution in time, storing one
load/consumption item per minute for example will
be generated. Such precise energy consumption
profiles will be generated showing sensitive
information concerning the lifestyle of the person or
family living in the corresponding household. Thus,
data privacy and security will become an important
issue. Consequently, as a guideline profiles of high
granularity of one household should not leave this
household. The energy provider needs profiles of
such granularity for forecasting purposes, but these
profiles may be of high aggregation, i.e. profiles
aggregated over several households of a region. In
this context a very important objective is the rational
organization of data, which is safe to data misuse
[25].

Due to the unbundling of the energy market by
the EU the number of the participants in the energy
market has risen, for example the German energy
law (EnWG 2008) introduces the option of
authorizing an independent measuring point operator
and/or service provider. There is an increasing
number of interfaces between market participants
exchanging detailed energy consumption data for
billing or forecasting purposes.

Basically four groups of data can be
distinguished: consumption profiles, user’s data,
device data and data which deliver information
about the billing system. Besides, the consumption
data can be transferred in different granularity for
the selected household and various degrees of
aggregation. Highly granular energy profiles of a
single household need more measures for data
protection than profiles of high granularity but
aggregated over several households.

Some principles for ensuring data privacy are
developed, i.e. transparency, legitimate purpose and
proportionality. Within the context of household
energy consumption profiles of high granularity and
low aggregation a guideline is to keep these profiles
should within the household.

Some basic approaches are given by Metke and
Ekl [19] and Raabe [26]. Protocols for fraud and
leakage detection as well as further statistical
processing of meter measurements, without
revealing individual meter readings are given by
Kursawe, Kohlweiss and Danezis [17].

Household energy consumption profiles of high
granularity make it is possible to detect active
electrical devices and thus information about the
lifesytle as shown by Miiller [21] and critically
discussed by Fox and Miiller [7].

4. SYSTEM ARCHITECTURE AND
COMMUNICATION

The main components of the system presented
within this paper are: a smart meter, a smart energy
controller (data storage) and mobile devices
(smartphones). The system presented within this
paper is based on the work of Kunold et al. [14].
Data of energy usage are continuously collected by a
smart meter and transferred to a smart energy
controller (SEC). The SEC serves as a storage
device of energy consumption profiles within the
household. Typically it can be represented by a
WLAN router, for example a Fritz Box [9]. The
Fritz Box offers the option to run additional
applications, i.e. a data base system for storing
energy profiles of high granularity [14]. From the
SEC the profiles may be transferred wirelessly to a
smartphone of the energy customer.

Data transfer between smart meter and SEC
database can be achieved either by wire or
wirelessly, e.g. WiFi or ZigBee [14].

The data storage within the SEC is represented
by a SQL database, which holds information about
energy usage and available tariffs.

Data access by smartphones is achieved by a set
of Web Services, thus ensuring the system
requirement of platform independency.
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The systems functionality is described by two
scenarios. Each of the two scenarios represents a
specific software and hardware environment. In the
first scenario the actual data from a smart meter are
stored in local database on a SEC [15]. This scenario
provides access to current data of energy usage with
high granularity and low aggregation (one
household), but cannot provide long term data
storage [25].

Within the second scenario packed information
with high granularity and medium aggregation from
the local data base within the SEC is transferred to
the global data storage at the energy provider
[25].The global database holds either long term data
of low granulatity of one household or long term
data of high granularity aggregated over several
households.

5. SYSTEM ARCHITECTURE FOR AN
INHOUSE SCENARIO

Information (energy profiles) are transmitted
wirelessly (Wifi, ZigBee) or by wire to a data
storage (database). The database is embedded in a
smart energy controller (SEC), which is spatially
located close to the smart meter. Additionally,
within the SEC an embedded web server is
implemented. The SEC has a limited performance
and operational memory due to the requirement of a
low energy usage. The location of the database
within the SEC causes limitations concerning the
database implementation regarding volume and
performance.

Derby database Web server Smart phone browser

Smart Energy Controller

Fig. 1. — System and communication architecture of an
inhouse scenario

Figure 1 shows the system’s architecture. Limited
hardware resources and other restrictive software
requirements lead to Java as development software
for the embedded system. A Jetty server is used as
Java Servlet implementation for web services [5].
Moreover, Jetty provides a database access engine.
Both features enable Jetty to be used as web server
implementation. An Apache Derby database is
installed as data storage [1]. Apache Derby is an
open source relational database implemented
entirely in Java. The particular advantage of Apache
Derby is its small required disc space of about 2.6
MB.

The following diagram (Fig. 2) shows the system
architecture and components.
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Fig. 2. — System and component diagramm for an
inhouse scenario

6. SYSTEM ARCHITECTURE FOR AN
INHOUSE/PROVIDER SCENARIO

The inhouse/provider scenario requires two
server types. The first type is the server located on
the embedded system, which holds high resolution
and short life data. The second type is a global
server, located at the energy provider. Local data are
collected, compressed and stored into the global
database. The global data storage is a PostgreSQL
database. PostgreSQL is a fast object-relational
database = management system [23]. Data
compression means at least reduction of the time
resolution, for example: from one item per second
sampling to one item per hour sampling. Fig 3
shows a system overview of the inhouse/provider
scenario.

PostgreSQL database Web server

Derby database Web server

Smart Energy Controller

Fig. 3. — System Overview for an inhouse/provider
scenario
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For flexible access to the provider’s database web
services located on the provider’s server are used. It
is possible to run the database and web services on
different servers as well. The web services are using
the Simple Object Access Protocol (SOAP). This
enables other systems, like web server, mobile apps
or other applications, to access data independently of
database and mobile device platform.
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Fig. 4. — Component diagram for an inhouse/provider
scenario

7. DATA VISUALIZATION ON SMART
PHONES

The mobile device for visualization has to deliver
information in a clear, intuitive and easy
interpretable format. Nowadays there are numerous
mobile devices available for customers [8], [10]. All
those devices are based on different platforms and
operating systems. That means that the presented
system has to be platform independent. Moreover,
mobile device have limited hardware resources:
small display size, low performance in comparison
to desktop computers. The system ergonomic design
must take such limitation into account.

In this context the usability and compactness of
the displayed information has a significant roll. The
information priority is case and tariff sensitive. For
different use cases the set of displayed information
is varying.

For visualizing data on a mobile device there are
two general approaches. The first option is a
specially developed application. This application can
be installed on a target device — smart phone, e.g.
Apple iPhone. The second option is given by a web
server, generating a web site which can be called by
a browser from a mobile device.

The approach via an application represents a
proprietary solution. Then the application adapts to
the platform and can make use of all capabilities of
the platform. This means an optimization in speed,
functionality and design. The disadvantage is the
missing flexibility, because the application is
dedicated to the platform. In this case a specific
application has to be developed.

The main advantage of the website approach is

the platform independence. The web server may be
called by a browser regardless of the used platform.
The disadvantages are the difference in visualization
between the platforms, no offline availability and the
missing possibility to use the capabilities of the
platform. Applications have direct access to the
system resources like camera, Global Positioning
System (GPS) and other peripheral devices. Some of
these systems resources can be used by a website
and websites can be stored, too. Therefore it is
necessary that the device supports Hypertext
Markup Language in Version 5 (HTMLS) [27].

The selected option is the website approach. To
minimize the disadvantages of the website approach,
a framework is used. The jQuery mobile framework
is based on the jQuery framework [12], a JavaScript
Library. The jQuery mobile framework represents a
user interface framework for website approaches
independent of mobile device and platform. With
this framework, it is easy to give the website
approach a flexible app look-alike. With the app
look-alike, the user has not to adjust himself from
the accustomed use of the platform and the apps on
this platform. The capabilities of the platform were
unutilized. When the smart phone has access to the
data, there is an access to the web server, too. Even
the app needs access to the data and couldn’t work
without. So the missing offline availability of the
web site is not a disadvantage in this use case. There
are no complex graphical visualizations, which
require the whole performance of the smart phone.

8. VISUALIZATION of TARIFF DATA AND
ENERGY USAGE

Pueschel et al. [24] analyzed a household
customer base of a local energy provider. They
performed a segmentation of the household
customer base concerning the motivation of
household customers to use smartphones and change
their habit of energy consumption. They identified
several different segments of household customer
base. To each of these segments a specific tariff may
be associated. Further on, each tariff needs specific
information for optimal use which has to be
displayed on the smart phone. Consequently,
specific information presentation formats for
different tariffs have to be developed. These
information presentation formats vary depending on
the selected tariff.

The acceptance of smart metering systems needs
a visualization of data on a smartphone in an
intuitive and comprehensible way. Otherwise it
would be too complicated for the wuser to
comprehend the data and take decisions.

First, a load-dependent tariff was considered. In
this scenario the household customer has an
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opportunity to watch his actual energy usage in real
time mode and also, according to the selected tariff,
receive  notification messages or  graphical
presentation about energy usage in relation to tariff
threshold. In this case the household customer can
make a decision to adjust his usage behavior based
on the price ruling. He can reschedule his energy
intensive tasks to another time. For this kind of tariff
the necessary information for the household
customer is the current load.

< back EENEAS i details

Load dependent tariff

2.4 kW

Skl
kb \

3
Ok 10kW

Current load

Fig. 5. — Visualizing current energy load for a load
dependent tariff on a smartphone

A suitable visualization of the current load
changing in time is achieved by a speedometer. The
load is represented by the speedometer needle. The
minimum of the speedometer is given by the base
load, the maximum by the maximum load. The
different tiers of a load dependent tariff are assigned
by different colours. The size of classification is
flexible and depends on the actual tariff (see 0).

Through the assistance of JavaScript the current
load and hence the speedometer needle can be
refreshed every five seconds without an interaction
by the user. An advantage of the speedometer
presentation is it’s easiness to read.

Secondly, the visualization of a tariff depending
on total energy usage is considered. This suits the
requirements of data visualization within the in-
house/provider scenario. The household customer is
enabled to watch his long term energy usage
behavior.

The visualization of a tariff depending on total
usage can be implemented by a scale like a
thermometer (see Figure 6).

< back EENEAS i details
Usage dependent tariff [ v
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Fig. 6. — Visualizing a tariff depending on total usage
of energy

Three different price categories are represented
by different colours. The price of the energy unit
increases, if the total energy usage exceeds certain
threshold values. The current total usage of energy is
presented together with an estimation of the total
energy usage per year. The user is enabled to adapt
his energy usage and prevent exceeding thresholds.

The estimation of total energy usage per is based
on historical information of energy usage of the
customer or comparable households.

Thirdly, a time dependent tariff is considered (see
Figure 7). The visualization is implemented by using
a time dependent graph of energy costs. The
horizontal axis shows the time period of the last 24
hours to now. The vertical axis shows the costs of
energy. The background of the graph presents
periods of different energy prices (Euro/kWh)
visualized by different colours.

This kind of tariff is essential for motivating
household customers to react on demand response
signals, i.e. price changes. For optimizing costs with a
time-dependent tariff it is important to see the actual
costs in comparison to those in other time slots.

For the load dependent tariff it is necessary that
the data presented are up to date and presented close
to real time, i.e. they are transferred from the SEC
on to the smartphone. Otherwise variances in the
usage are shown too late and it is not possible for the
user to react.
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Fig. 7. — Visualizing a time dependent tariff

For the time dependent tariff as well current data
are needed. Then current costs can be displayed.
Again, this is necessary for the consumer to react.

The tariff depending on total energy usage does
not need current data. The current amount of totally
used energy may be transferred from the energy
provider’s database to the customer’s smartphone.
The expected customer reaction is not a short term
reaction, but optionally a long term change in his
general habit of energy usage.

Moreover, for assisting the household customer
in monitoring his energy usage and for decision
support a recommendation tool based on an
interactive dialog is developed. The household
customer can define certain devices by specific
parameters, i.e. mean energy usage. Depending on
the actual tariff and user defined parameters the
recommendation tool generates optimal strategy for
using each device (see Figure 8). In case of load
dependent tariff, the system’s recommendation
avoids excess of the defined maximum load.

In case of time dependent tariff a time period is
recommended for the device to use. The user has the
opportunity to select the valid time period.

Moreover the user can select any available device
to see how the load of the device acts on the total
energy load profile. The result is classified in three
stages: optimal, satisfied, bad. The corresponding

colors are “green”, “yellow” and “red”.

i details

< back EENEAS
Load Sheduler
Device 1 high |l | 15:00-18:00
Device 2 low NN 08:00-12:00
Device 3 regular 13:00-14:00
 Date | [ 10.06.2011
"~ Timeperiod B | T amm

Fig. 8 — Load Sheduler

9. RESUME

The paper presents several approaches for
visualizing energy and corresponding cost and tariff
data on mobile devices like smart phones. The data
are recorded by a smart meter and presented to a
household customer to give him relevant
information concerning his energy usage. Thus, the
household customer is ubiquitously enabled to take
decisions concerning the reduction of his energy
usage or the shift of his energy load. Suitable and
specific visualizations for different tariffs are
presented.

The architecture of the system takes into account
data privacy demands by using two different
scenarios, an inhouse and a inhouse/provider
scenario. The guideline for respecting data privacy
concerns is keeping detailed profiles of the
customer’s energy usage within his household.
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Abstract: This article presents two different approaches to visualise information from culture, media and creative
industries by using RFID based tracking and identification. Besides the required RFID backend, the paper also
introduces the information system built on top of the backend. The first approach is based on passive RFID whereas the
second uses active RFID. In particular, the differences in the processing of system events, delivery of needed
information and the implemented infrastructure will be discussed and evaluated.

Keywords: RFID, NFC, multimedia installation, culture and creative industry, fashion.

1. INTRODUCTION

In the context of a research project for position
and context based information systems for museums
demonstrating the potentials of RFID, called
POSEIDONJ[14], different applications for the
culture, media and creative industries were realised.
The key aspects of our work include:

e computer architectures to process RFID data,
e development of a RFID based ticket system,

e position and context based services based on
RFID and NFC technology,

e RFID and NFC based point of interest data
collection,

e design and implementation of visitor media
stations,

e development of personalised web portals and
data and security concepts.

This article will introduce two of these
applications. They were developed in cooperation
with schmidttakahashi — a fashion label in Berlin.
The purpose is to visualise additional information,
such as washing hints, materials or the price of a
specific piece of clothing. A single garment is made
from several contributing items of clothing. This
principle is based on the project “Reanimation”. It
describes a completely new and unusual method of
creating clothes. The idea is about revival,
reanimation and the recycling of used clothes
donated by the public for the creation of entirely
new and unique pieces by assembling the most
interesting and valuable parts of the used clothes
into a new outfit. The general concept is illustrated

in Fig. 1. In this way the afterlife of the used clothes
can be visualised and tracked. Additionally the
clothes and materials are considered reasonable and
economical as the final products (and also products
made from products) would be able to last for
hundreds of years. It will save energy and waste less
in the long run [1].
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Fig. 1 — The circular flow of the concept called
“Reanimation” by the fashion label schmidttakahashi

2. CONCEPTUAL AND TECHNICAL
BACKGROUND

All information about the donated clothes and
their former owner, the colour, the material of
clothing and photographs were stored in a database.
Every donated piece is divided into several parts,
e.g. the back, front, body, collar or pockets. These
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parts are treated as the base for the creation of new
products being made from different parts of different
donations. Hence this design is like a construction
plan for further productions.

There is also a unique ID of a RFID transponder
that is connected to every product and additionally
referenced to the owner. This RFID transponder was
designed as a custom chassis, additionally serving as
a three-dimensional label and was easily sewn onto
the garments that are represented as products in the
database. The information about the clothes could
now be accessed by reading the ID from the garment
and performing a lookup in the database. All
information about the parts being used to construct
the products can be evaluated.

Based on the available data and the concept
“Reanimation” by schmidttakahashi there are two
different modes that should be distinguished by the
implemented solution. The first one should give the
customer the possibility to retrieve information
about a single garment they are interested in. The
most intuitive design for this case is the
development of a hat stand representing the interface
to the customer. The second one shall be used in a
more dynamic environment such as fashion shows
where customers need the appropriate information as
soon as models enter the runway. Both modes will
be presented consecutively.

RFID and its technology in general is mainly
used in production and logistics to optimize and
visualize processes around the flow of people and
goods. For example, active and passive RFID is used
for vehicle identification and traceability,
identification of people, animals, and goods, and it is
also used as a authentication feature for medics as
well as of different other application scenarios. In
textile and clothing industries, RFID is being used
increasingly in areas like anti-theft protection and
surveillance (e.g. [2], [3]) but also to optimize
supply and distribution channels [4]. To offer a
modern experience and enhanced service, Prada
provides plasma screens in the fitting rooms at their
Manhattan store in New York City. Depending on
the garments a customer took in appropriate fashion
shows are triggered visualizing the articles of
clothing [5].

These different examples and case studies prove
that RFID is already being used for years in fashion
industries. Nevertheless, the usage was focused in
business processes like distribution and security.
Direct interactions for customers and users is a new
kind of experience.

3. IMPLEMENTATION OF THE
HAT STAND

We used different technologies for the

implementation of a stationary installation being
able to display information about a single garment.
In principle the system consists of a two-tier
architecture that is built upon a classic RFID
backend system and an information system.

A RFID reader, an external antenna, a computer,
which also acts as a host for the information system,
form the RFID backend and the RFID transponders
being coupled with the clothes of the fashion label
schmidttakahashi. The first prototype used a passive
RFID system based on 13.56 MHz and the ISO/IEC
15693" standard. Passive RFID tags rely entirely on
the electromagnetic field being produced by the
reader to read their stored value. Therefore the range
of passive RFID is usually of the order of
centimetres. In our case it is a good compromise
between the range of the installation for detecting
the clothes and on the other hand the reliability of
the detection rate.

As previously mentioned, the computer is also
used for the information system. It is connected to
the database of schmidttakahashi and provides the
runtime environment and web server to guarantee
the accessibility of the installation. Querying the
database generates the visualisation data. As the
system uses a polling mechanism to retrieve the
most current information the data is cached to
minimise the amount of access to the database. The
data being transferred to the website that is
displayed on the different client systems uses JSON
(RFC 46277, a lightweight yet human readable
format. It is used to exchange the data of the clothes.

When a customer attaches a new garment to the
hat stand, the transponder moves into range of the
installed antenna and so the unique ID is read. By
using this 1D the RFID backend looks for the JSON
dataset. If it cannot be found locally a request to the
external database is executed and a JSON file is
generated and saved for the following requests.

On the client side there is a standard web browser
accessing the information system. It delivers a HTML
page that is based on Ajax/JQuery and uses a polling
mechanism to submit requests every second. As soon
as a new garment is attached to the hat stand, the
RFID backend delivers a new JSON file that is
analysed by Javascript. Depending on the delivered
information the DOM structure of the HTML
document is adapted and completed. For example,
with the knowledge of the original clothes that were
used to create the product a different amount of
information and pictures are added to the DOM
structure of the HTML document. These include the
production number, the name of the clothes, prices or
the materials the clothing is made of (see Fig. 3). The

! See http:/Avww.iso.org for more details.
2 See http:/Aww.ietf.org/rfc/rfc4627 for more details.
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interaction between the different components of the
installation can be seen in figure 2.

Reader

A

Database Filesystem

& Server

“’Il||||\
Webserver

i

mobile Client

Clothes
with
Tags

Personal Computer

Fig. 2 — Design of the infrastructure of the hat stand

REANIMATION

schmidigakahashi

Fig. 3 — Displayed information after a jacket of the
collection was attached to the hat stand. The picture in
the center is the current product of the selection. On
its left and right are the original clothes it was made
of. By touching one of the pictures additional
information can be accessed

Because of the use of HTML5 and CSS3 to
visualise the information of the collection, the

1 Byte

portability of the information system is very high.
There are a vast number of devices that are able to
display the required information: home computer,
laptops, netbooks, tablet PCs or smartphones
including different mobile operating systems such as
i0S, Android or J2ME. In our showcase we attached
an Apple iPad that displays the current information.

4. ACTIVE EXPANSION OF THE
INSTALLATION

The developed hat stand can be used to present
different collections at vernissages or in basic show
rooms. By following the principle “Keep it simple
and smart” the customer is able to use it without
additional  assistance. ~ All  information s
automatically triggered when a single piece of the
collection is attached to the hat stand.

In the culture and creative industries there is one
more important use where a piece of clothing has to
be presented: fashion shows. Typically in a very
short space of time, models present different sets of
clothes. Interested people have to remember specific
pieces or have to take notes on an additional paper to
obtain  further information  afterwards. By
introducing a similar technology as the hat stand in
the context of fashion shows, this workflow can also

be simplified.
A RFID application server as described in [12]
converts all messages received from the

OpenBeacon RFID system into messages of a self-
defined PTN (Proximity Tag Network) Protocol. In
figure 4 you can see a package for communicating a
contact between two transponders. These packages
are central components in the realised solution.
Every contact being reported by the RFID
application server is analysed by a custom client, a
web application that connects to this application
server. In principle the RFID application server is
implemented to accept an amount of clients being
able to register for the different message types (e.g.
tracker messages, running contact messages, closed
contact messages and position messages) defined by
the PTN protocol. Each client obtains all the
messages they are registered for by the server.

Header

8b 0000 0100 ID of 1st tag

ID of 2nd tag

signal

ID of antenna strength

Fig. 4 — Examplary design of a PTNP (short for Proximity Tag Network Protocol) package. This type is used for
communicating a contact between two tags being defined in the following four bytes within the package. The
concrete type of the package is defined in its header byte. Additionally the ID of the antenna and the received

signal strength is appended.

354



Stephan Bergemann, Eileen Kuehn, Jens Reinhardt, Jirgen Sieck / Computing, 2011, Vol. 10, Issue 4, 352-357

installation should be minimalistic and as invisible
as possible: the main focus should be the presented
fashion.

5. TECHNICAL IMPLEMENTATION

We decided to use the OpenBeacon [6]
technology  being  actively  developed by
Bitmanufaktur [11]. OpenBeacon is an open source
solution in hardware and software for active RFID.
Since 2010 the project offers a new generation of
RFID tags, so called proximity tags, broadcasting
additional information about the tags in their
surrounding. This is realised by setting up the RFID
tags in a transceiver mode. The transponders scan
their neighborhood by alternating transmitting and
reception cycles. They use a specific radio channel
to send low-power packets first, then they switch
into receive mode and listen on the same channel for
packets sent by nearby devices [10]. These
responses serve as indicator for proximity
evaluations. These special tags can be considered as
a kind of RFID reader. As transponders are much
smaller and also cheaper than an ordinary RFID
reader, the option of using the proximity tags to
realise the runway use case was chosen.
| Therefore this technology was used to logically
register some special tags that had to be installed
locally at the entrance of the runway area to detect
nearby transponders — the models wearing the
different tags. In this way, contacts between the
alternative reader and the model tags at this position
could be realised by the implemented software.

The final part of the implemented software
system consists of two loosely coupled components:

Fig. 5 — Schematic representation of the hat stand. The

ground of the installation (1) contains the hardware X v o] Xy ~al
and cables, e.g. the computer where the software is ___..
installed. Additionally there is a small touch display / G " o O /
(2) visualizing the information of clothes being — U N~ —
. . hl
attached in front of the RFID antenna (3) RFID-Reader

Whereas passive RFID was used in the

installation for show rooms, where the range of —
- - g - - - - i |L‘55 =, AR

identification was limited, active RFID has to be _\*-"* ROBERTA System
used in the very active and dynamic environment of o 3

fashion shows. The intent is to display required ~
information to the interested audience of the current
set of clothes for a single model as soon as the

model enters the runway. mobile Client == I:||j].
With the help of active RFID, moving objects can B o

be tracked. In contrast to passive RFID, the active S Webserver RFID-Server

solution has its own power supply usually attached ——

HTTP

in form of a small battery. This power supply is used e UDP
to periodically broadcast its unique ID. One ~ ~' R (Redofreauency

important problem to solve was how to identify one  Fig. 6 — Design of the RFID application Server. The
model at a time and at a specific position without web server registers for the different PTNP messages

installing a complex RFID infrastructure. The and delivers the contents to the mobile clients
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In this case, a web application has been
developed to recognise all contacts between a
model’s transponder and the fixed RFID
transponder. This web application also serves as a
web server for different client devices like home
computers, laptops or mobile devices as described in
[13]. In contrast to the first approach that was
presented previously, this system uses a long polling
mechanism that is a variation of the traditional
polling used before. It tries to emulate a real push
service by holding the request until relevant data has
to be submitted to the client. In this way, requests
from the mobile devices to the web server obtain a
response just in time when a specific event occurs.

5.1. CONFIGURATION AND
INSTALLATION

An important and basic part of the implemented
solution is to configure these fixed transponders that
virtually represent a gate that all models must pass.
This is done with the aid of a XML configuration
file as the external database of schmidttakahashi
does not have to be changed using this method. All
known tags acting as a gate and the tags being linked
to sets of fashion must be configured before using
the system.

After the configuration process the gates have to
be positioned on the gateway and the models have to
wear the according transponder. As soon as the
model, fully dressed with different clothes of
different collections of schmidttakahashi, passes a
gate the appropriate PTNP package is triggered and
is evaluated by the client. Depending on the fact of
the recognised ID belonging to one set of fashion
that is presented in the current fashion show, the
client sends notifications to all customers that are
interested in obtaining information about the
garment.

6. CONCLUSION AND FUTURE
DEVELOPMENTS

Two different approaches have been developed
for the culture, media and creative industries. They
have successfully been presented in different events,
the Berlin Fashion Week in July 2010 [8] and the
show night “Two Worlds — One Future” of Projekt
Zukunft [9] in October 2010. Both solutions act as
self-contained systems and use different
technologies for the technical part and the
visualisation of required information. Therefore
future  developments  will  concentrate  on
consolidating both systems and accomplishing a
modular system able to support different RFID
standards. This will include the integration of
positioning and the improvement of tracking moving

objects to realise new functionalities, e.g. the
illumination of a model on the runway. The
development will also deal with the generalisation
and optimisation of the current solutions. This will
include the establishment of different external
interfaces enabling a loose coupling of different
systems. For example, the current solution could be
extended by integrating the visualisation into a
webshop, enabling the customers to buy or track
different clothes.
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Abstract: In wireless sensor networks based on nanoLOCTM standard and using server-centric control, the overall
performance of radio segment and location accuracy depends amongst other on the efficiency of the location engine.
The efficiency may be increased by selecting an appropriate subset of base stations for ranging. This paper describes
the experiments dealing with this problem, and discusses the ways of saving radio bandwidth.
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1. INTRODUCTION*

Modern local positioning systems or RTLS (real-
time location systems) are based on various wireless
technologies: WiFi, ZigBee, nanoLOC™ etc. The
main goal of such systems is to determine local
position (coordinates) of a wireless mobile device
(tag) that may be carried by a human or mounted on
a machine, equipment etc. RTLS is a very important
instrument to solve the problems of logistics, staff
management and security.

The typical RTLS includes a set of base stations
(BS) with known geographical coordinates and a set
of wireless tags to be located. There are two main
approaches for location calculation in wireless
sensors networks: based on time-of-flight (ToF) and
received signal strength (RSS) [1]. Information
acquisition, data processing and implementation of
business logics are performed by a server.

As a rule wireless tags have very short periods of
radio activity to reduce power consumption and
increase the time between recharges. They transmit
special blink frame indicating active state. Base
stations (anchors) receiving this radio frame re-
transmit its copies to a server, which issues
commands to base stations to start the ranging

' The research described in this publication was financed
by RTL-Service Itd. and supported by Petrozavodsk State
University and the Ministry for economical development
of Republic of Karelia (Russian Federation).

procedure.

The performance of a typical local positioning
system based on wireless sensors network depends —
amongst many other things — on two factors:
available traffic load and the number of calculated
locations per second. These parameters are mutually
dependant and, in addition, depend on the efficiency
of location engine of the system.

In an ideal case, it is sufficient to collect only
three ranging results to calculate the position of the
tag. But in practice in order to achieve stability and
reliability in wireless communications, the density of
base stations should be higher than the required
minimum. So the server should not receive only
three copies of an “I am alive” frame, but probably
up to 10.

To save bandwidth it is reasonable to minimize
the number of base stations which carry out distance
measurement to the mobile tag. The main problem
concerns the selection of the appropriate base
stations from the set.

Many methods help to solve this problem.
Geometric dilution of precision (GDOP) is a well
known parameter for the analysis of satellites
configuration in the GPS [2—4]. Nowadays GDOP is
widely used as a criterion for choosing the right
geometric configuration of base stations in wireless
sensors networks [5-9]. It can be applied, for
example, for evaluating positioning accuracy for
different positioning algorithms [5] or for improving
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performance [6]. In the majority of positioning
systems GDOP is the most promising criterion for
selecting an appropriate subset of base stations for
ranging to increase the positioning accuracy.
Nevertheless, the paper shows that this algorithm
may be improved by adding a few technical criteria.

Section 2 demonstrates that the problem of
selecting an appropriate subset of base stations is
very important for accuracy and performance of
RTLS. Section 3 describes the basic algorithm of
applying GDOP and the possibilities of its
improvement. The simplified principle of location
calculation in the systems based on ToF approach is
described in Section 4. In Section 5 we present the
ongoing project of development of TalkLoc™
technology, which implements the proposed
algorithm. Section 6 compares the effectiveness of
various modifications of GDOP algorithm through
experimental results. Conclusions are drawn in
Section 7.

2. PROBLEM OF SELECTING AN
APPROPRIATE SUBSET OF BS

The impact of satellites disposition on
positioning accuracy is well studied for the global
positioning systems [10]. The same problem exists
in local positioning systems based on wireless
sensors network.

Due to the errors caused by non-line-of-sight
(NLOS) signal propagation the distance between a
mobile unit and a base station measured by ToF
method is always above or equals the real distance
[11]. That is why circles corresponding to the
distances measured from several base stations do not
intersect in one point and form a certain location
area (see figure 1).

Bs1

R1

- mobile unit

Fig 1 — Typical location area
(Bs1, Bs2, Bs3 — base stations)

If there are no errors in measurements except
NLOS error a mobile unit is inside this area with

100% probability. With the use of a specific
algorithm (it can be MLS, KF or other algorithms
[12, 13, 14]) it is possible to clarify the mobile unit
position inside the location area.

Geometric configuration of base stations can
strongly influence the shape of a location area and
thus location accuracy. Let’s consider two sets of
three base stations (A and B in figure 2) with
different positions of BSs as to the mobile unit
position. In the first set (A) a mobile unit is
homogeneously surrounded by base stations. In the
second set (B) base stations are placed on the one
side from a mobile unit. Circle radii from base
stations BS1, BS2, and BS3 in set (A) are equal to
circle radii for corresponding base stations BSI,
BS2, and BS3 from the set (B). The distances
between the mobile unit and the nearest points of the
circles are equal. These distances are characterized
by NLOS component. Although NLOS component
is the same for the two sets, the location area in case
(A) is much smaller than in case (B).

s
\

Fig. 2 — The impact of base station placement
on the shape of location area

The optimal geometric configuration of BSs is
important even in the case when the estimation of
the measurements error is known.

Two characteristic pictures (A) and (B) of BSs’
geometric configuration with known estimation of
measurements error are presented in figure 3.
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A /Smal\ location area

_____Error estimate

Fig. 3 — The impact of BSs’ geometric configuration on
the shape of location area
(known error estimation)

Rings around the base stations BS1 and BS2
correspond to the most probable distances of a tag
(taking into account error estimation). In case (A)
the base stations are far apart from a mobile node,
giving relatively small areas of possible mobile unit
location. In case (B) the errors in measurements are
equal to the errors in case (A), but the base stations
are closer to each other. As a result the areas of
possible mobile unit location in case (B) are larger
than the areas in case (A).

3. GEOMETRIC DILUTION OF
PRECISION

One of the basic parameters used in GPS for the
analysis of satellites disposition is GDOP [2—4, 15].
This parameter can be applied for the analysis of
BSs’ geometric configuration in the considered
wireless sensors network. For the 2D case GDOP is
calculated in three steps.

1. First it is necessary to calculate matrix A as

_(Xal_x) (Yal_y)_
Rl Rl
(Xa,—x) (Ya,-Y)
A=| R, R, |- (O

(Xa, —x) (Ya, —y)
R R

where (Xa;, Ya,), ..., (Xa,, Ya,) are the coordinates
of the base stations, (X;y) are the coordinates of the
mobile unit, R; is the distance measured between a

n n

base station with coordinates (Xa;, Ya;) and a mobile
unit.
2. Matrix G is calculated as

G=(A"A)", )

G can be written as

G {gn glz} G
g21 g22

3. GDOP value is calculated as
GDOP = (g11+02)° 4)

GDOP value can be used as a criterion for the
selection of the appropriate subset of base stations to
carry out ranging. If it is necessary to choose several
base stations from the given set for the distance
measurements, the subset with the lowest GDOP
should be chosen.

For the use of GDOP in real-time analysis of
BSs’ optimal geometric configuration it is necessary
to know the approximate position of a mobile unit
beforehand. There are several ways to estimate the
preliminary position of a mobile unit. It depends on
the applied positioning algorithm.

In the case of applying Kalman Filter [16] it is
possible to use prognosis estimation of a target
position. In the case of applying MLS and if the
ranging is frequent enough it is possible to use
previous position for GDOP calculation. If no prior
information is available it is possible to evaluate
location by RSS measurements.

4. APPLIED ALGORITHM
FOR LOCATION CALCULATION

To analyze the impact of geometric configuration
of BSs on location accuracy we used MLS algorithm
to calculate locations of a mobile unit. It is rather
simple algorithm, but easily demonstrates the
proposed solution since ranging was performed by
ToF method.

The coordinates X , Y of a wireless tag’s
position were calculated as

m=(HTH‘1)HTz 5.
Y
where
2Xa, —-2Xa, 2Ya —2Ya,
2Xa, —2Xa, 2Ya —-2Y
H — 1 3 1 aS (6),
2Xa, —2Xa, 2Ya —2Ya,
and
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R, -R’+Xa’ - Xa,” +Ya’ -Ya,’
R,’-R’+Xa’—Xa,”+Ya’ -Ya,’

7= (7
R’-R’>+Xa’-Xa’ +Ya’-Ya’

If information on statistics of measurement errors

is available it is possible to use symmetric weight
matrix Q.

Q=
With the use of weight matrix the coordinates of
a mobile unit are calculated as

[?}(HTQH)”HTQZ- ®)

Matrix Q is the inverse of the noise covariance
matrix

o? 0 0 0
0 o, 0

Q= 0 oy 0 [-©®
0 0 0 0 o

where oy is standard deviation of measurements error
for k-th base station (measurements are considered
to be independent). These deviations were found
during preliminary experiments.

The proposed algorithm for location calculation
was tested using TalkLoc™ technology.

5. TALKLOC™ TECHNOLOGY

TalkLoc™ is a wireless technology characterized
by low power consumption, ranging and voice
communication [17]. It is based on nanoLOC™
(IEEE 802.15.4a) radio standard, developed by
Nanotron  Technologies =~ GmbH. Technical
characteristics of nanoLOC™ chips are presented in
table 1.

Table 1. NanoLOCTM key features [18]

Modulation technique | Chirp Spread Spectrum

Radio band 2.4-2.48 GHz ISM

Ranging accuracy 2 m indoors / 1 m outdoors

Output power Up to 20 dBm

Data rates 250 kbps to 1 Mbps

Ranging method time-of-flight, round trip
time

In nanoLOC"" ranging is based on time-of-flight
(ToF) method. According to the round trip time
(RTT) scheme two radio nodes exchange radio
frames and register the times of frames transmission,
processing and reception. One of the nodes collects
the time data and then performs the calculations of
the distance between them. The simplified scheme is
presented in figure 4.

TRTT
node 1— 4 >
II‘\\ TSJ.!’J /
\‘\O _k_‘.‘"‘.l <L/
VP, Nel =/
VA / |
& 5

N

node 2 f

Ts Tp

Fig. 4 — Round trip time ranging scheme

A4

To initiate distance measurement node 1
transmits DATA frame. Time Ts corresponds to the
signal propagation between node 1 and the node 2.
Hardware of node 2 receives this frame and
processes it (time Tp) and then sends the
acknowledgement frame ACK. In the next DATA
frame node 2 sends the value of Tp to node 1.
Node 1 registers the moment of reception of ACK
frame, measures Tryr time and then calculates the
distance D according to the following formula:

D= (Trrr=Tp)*c/2 (1)
where ¢ — speed of light.

NanoLOCTM chip also provides measurements
of received signal strength (RSS) for every frame
reception. This information can also be used for
position calculation [19-21].

In TalkLocTM systems a radio coverage zone is
created by a set of base stations connected to the
backbone. For example it may be constructed with
the use of optical or copper Fast or Gigabit Ethernet
channels. A special dedicated server controls the
performance of the wired and wireless subsystems.
Besides control functions, it processes and stores the
obtained data. In TalkLocTM applications it is used
for communications with software clients and
phones as well.

As it was mentioned above the larger part of the
cycle of the wireless tag corresponds to the power
saving mode, tags do not receive radio signals
during this period of time. When the specified
interval elapses the wireless tag wakes up and
broadcasts “I am alive” packet. During a short
period of time the device stays in the active state and
awaits commands from the server. All the base
stations that receive “I am alive” packet re-transmit
its copies to the server. These copies are taken into
account when the server initiates series of distance
measurement commands (commands to base stations
to carry out next ranging cycle between them and a
mobile tag).

Obviously, location measurement commands can
not be sent simultaneously, so the server forms a
queue of commands. The next command from the
queue is transmitted upon receiving a reply on the
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previous command. In wireless sensors networks
such reply can be lost or not generated at all. In such
cases several commands may be not performed and
the location measurement cycle for a certain tag will
not be finished correctly. It is very important to plan
the queue of location measurement commands in the
way that obtains the larger number of reliable
results. And if timeout occurred the acquired results
of ranging would be enough to estimate the location
of the wireless tag adequately.

5.1. ADDITIONAL CRITERIA FOR BASE
STATION SELECTION

When selecting base stations for a location
measurement cycle a few technical considerations
should be taken into account as well.

Unless a wireless tag and a base station are
located in the range of reliable communication an
attempt to perform ranging may fail.

On the other hand, the fact that the server has not
received a copy of “I am alive” frame from a certain
base station at the instance of initiation of the
location measurement cycle does not mean that the
base station is not in the reception range of the
wireless tag and the ranging is not possible.

For example, this situation may be explained by
packets delays. We tested some systems where base
stations were interconnected by means of wired and
wireless networks introducing essential delays.
Delays up to several hundreds of milliseconds
occurred in the QLAN segment, delays up to tens of
milliseconds occurred in the WiFi segment. Taking
into account this fact the algorithm considers the
copies of both the last and preceding “I am alive”
frame. Thereby, the following values may be
proposed as the additional criteria for base station
selection:

e the received signal strength;

e the number of failed measurements of location
between the base station and the wireless tag
(the history of failures should not be very long,
because it quickly loses relevance for moving
tag);

e the moment when the last copy of “I am alive”
frame was obtained through the base station
(whether it is the last frame or the preceding
frame).

The second and the third criteria are very
important for 2.4 GHz radio networks with high
probability of interference.

Also an additional criterion of priority (or base
station “importance”) may be introduced. A base
station that unambiguously determines the territory
of location (a floor) or is equipped with higher-
efficiency antenna may be considered as a higher-
priority base station. Any organizational reasons
may be considered as priority as well.

6. RESULTS

The experiments to analyze the impact of BSs’
geometric configuration on positioning accuracy
were conducted in the area of hotel resorts where the
real-time location system based on TalkLoc™
technology was installed. The size of the area was
620x270 meters. Solid dots on the scheme in figure
5 correspond to the positions of the base stations.

The territory included many buildings (cottages)
especially in zone A. Therefore in this region there
were no so many places where base stations and a
mobile unit were on the line of sight. Another part of
the hotel was the beach area (zone B in figure 5). The
line-of-sight conditions were perfect for the major
part of the area. The main building (5 floors)
corresponded to zone C in figure 5. In order to
achieve better accuracy in the case of large
percentage of NLOS measurements made indoors the
density of base stations was the highest in zone C.

® 485

1 13 " i'JX
$11 X107 .

zone B

x 20

Fig. 5 — Hotel scheme
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The experiments were carried out in all zones A,
B and C. In all 20 experimental points (marked
with crosses with the corresponding numbers) data
were collected within 5 minutes. The interval
between rangings was 1 second. Only one mobile
unit was used to avoid excessive load of base
stations.

The experiments were conducted in daytime
therefore the intensity of measurement noise caused
by moving obstacles at different periods of time
was approximately equal.

In all experimental points at least 8 base stations
were available for subsequent ranging: all of them
transferred “I am alive” copies to the server. So for

every point Cg =70 combinations of base stations

were available for range measurements. To analyze
the impact of BSs’ geometric configuration on
location accuracy, the mobile unit position was
calculated for each combination of 4 base stations
from 8 available in each selected point (figure 5). If
more than 8 base stations received a packet from
the tag, only 8 closest base stations were taken into
account.

In every point for a certain subset of the base
stations both GDOP value and location of the
mobile unit were calculated. These data were used
to calculate error cumulative distribution function
and determine 90% error border.

For all available subsets GDOP parameter
varied from 1.1 up to 11.5. Positioning error
(R90%) varied from 2.3 meters for the best subset
of the base stations to 13.1 meters for the worst
subset.

Calculated GDOP values, quantity of the subsets
with the specified GDOP range and corresponding
positioning errors intervals are summarized in
table 2.

Table 2. GDOP intervals, quantity of the subsets with
the specified GDOP range and corresponding
positioning errors (R90%).

GDOP value | Quantity of Positioning
ranges subsets, % errors (R90%),
m
1-2 47% 2.3-43
2-3 21% 3.8-5.6
3-4 16% 4.7-6.1
4-5 9% 55-72
5-6 4% 5.8-11.1
>6 3% 8.1-13.1

The example of the subset that gives the best
accuracy is shown in figure 6.

Fig. 6 — The best anchor subset corresponding to the
lowest positioning error

As predicted the area with the best accuracy was
observed in zone B of the hotel area. This zone is
characterized by the absence of obstacles. Therefore
the NLOS error is minimal for this zone.

The worst subset for the beach area is shown in
figure 7.

As we can see for the worst case (lowest
accuracy) all four base stations were grouped to the
north-east from the experimental point, while in the
case of the best accuracy all base stations
homogeneously surrounded the experimental point.

Fig. 7 — Example of the worst anchor subset

Analyzing all the experiments the majority of
subsets have GDOP value less than 2 (see table 2).
The location accuracy for these configurations is in
the range of 2.3 — 4.3 meters. It is not clear what
subset should be chosen from this set to perform
ranging. To choose the best subset we used signal
strength as an additional criterion for base stations
selection.

The combined online positioning algorithm with
the use of GDOP and signal strength consists of
several steps.

1) On the basis of preliminary location estimation
examine all possible subsets of the base stations and
calculate GDOP values.

363



Alexander S. Galov, Alex P. Moschevikin, Alexei V. Soloviev / Computing, 2011, Vol. 10, Issue 4, 358-366

2) Divide the available GDOP values into a set of
intervals (1-2), (2-3), etc.

3) Select the subsets with the best GDOP range
(e.g. (1-2) if such subsets exist).

4) Use the subset with the highest RSS values
within the selected GDOP range.

6.1. POSITIONING OF A MOBILE UNIT
WITH THE USE OF THE PROPOSED
ALGORITHM

The experiments of mobile unit positioning were
conducted for three different methods of subsets
selection.

The first method corresponds to the selection of a
base stations subset based only on RSS values. From
the available base stations set the given number of
base stations which have the highest RSS values was
selected for distance measurements.

The second method corresponds to GDOP
criterion: the number of base stations which have the
lowest GDOP  values was selected for
measurements.

And the third method corresponds to the
combination of GDOP and RSS criteria. This
method was described above.

The results of positioning accuracy for these
criteria for a subset of 4 anchors from 8 available are
shown in figure 8.

1 ,,,,,,,,,,,,,,,,,,,,,,,

08 f -/ g™ gt
2z 06 b A —— GDOP+RSS |
g -=—GDOP
S04+ 48— —+—RSS
o

02 ok~

error, m
0 T T 1
0 5 10 15

Fig. 8 — Error cumulative distribution function
representing position calculation efficiency using
subset of 4 BS for different selection criteria

As we can see in figure 8 the best location
accuracy was achieved when the combination of two
factors GDOP and RSS was used for base stations
selection. The GDOP criterion represents better
localization performance than RSS. One of the
possible reasons is that in the case of GDOP
criterion the subset is chosen so that it compensates
measurements errors. However  additional
information that signal strength provides can be used
for selection of more adequate measurements. A
multipath signal often has less RSS value than a
line-of-sight signal. That is why the combination of
GDOP and RSS criteria represents the best
localization performance.

6.2. VARYING THE NUMBER OF BASE
STATIONS

Several tests on varying the number of base
stations available for measurements have been
performed. The experimental conditions were the
same as in previous experiments. The data on
location accuracy were collected for all experimental
points depicted in figure 5.

Two techniques of base stations selection were
used. The first technique uses random selection of
several anchors from the given set, and the second is
based on combination of GDOP and RSS criteria.
The quantity of selected anchors in a subset varied
from 4 to 8.

Figure 9 shows the result of the experiment with
the use of the first technique. For the random base
station selection the location inaccuracy (90%
threshold) for the subset of 4 from 8§ base stations
was more than 15 meters. The best location accuracy
was 3.1 meters for 8 base stations. The difference
between the best and the worst cases is above 12
meters.
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Fig. 9 — Location accuracy for varying number of base
stations in subset used for location calculation
(random BS selection)

Figure 10 shows the results of the experiments
for the proposed base stations selection algorithm
(combination of GDOP and RSS criteria).

The difference between location accuracy for
90% threshold for the best and the worst cases is less
than 1 meter. The best accuracy was achieved with a
subset of 6 base stations. The accuracy in this case
was better than 2.6 meters.
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error,m
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Fig. 10 — Location accuracy for varying number of
base stations in subset used for location calculation
(GDOP+RSS BS selection)
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It should be mentioned that the location accuracy
for 6 anchors was better than for all 8 anchors.
Possibly the measurements from 2 excessive base
stations might introduce additional error due to
NLOS signal propagation.

7. CONCLUSION

In this paper the role of the impact of BSs’
geometric configuration on location accuracy in
local positioning systems was analyzed.

The proposed algorithms may be used both for
increasing location accuracy and for radio
bandwidth saving.

The proper subset from the set of available base
stations seems to be a more important factor for
location accuracy than the number of base stations.

The conducted experiments proved that a correct
choice of geometric configuration of BSs can
increase positioning accuracy in local positioning
systems by several times and, thus, save radio
bandwidth.

The authors are ready to share raw ranging data
with researchers who wish to test their algorithms
and to compare their effectiveness.
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Abstract: Home Care Applications and Ambient Assisted Living become increasingly attractive. This is caused as well
by market pull, as the number of elderly people grows monotonously in highly-developed countries, as well as by
technology push, as technological advances and attractive products pave the way to economically advantageous
offerings. However, a significant number of challenges remain for real-life applications. Those include the lack of
sufficiently standardized and interoperable solutions and thus, the necessity of gateways for integrated solutions,
restrictions of the energy budgets, and scalability of solutions with regard to cost and network size.

This paper presents the experience from the inCASA project (Integrated Network for Completely Assisted Senior
Citizen’s Autonomy), where architectures for heterogeneous physical and logical communication flow are examined.

Keywords: wireless networking, home care, ambient assisted living, Continua, ZigBee, Bluetooth

1. INTRODUCTION

The number of elderly people across Europe,
from now to year 2030, will unbelievably rise, and
they are growing more healthy generation-by-
generation. Elderly people in good health conditions
live longer, but there are a few factors that could
radically impact on elderly person’s quality of life
and reducing his life expectation:
e psycho-emotional instability,

patient mental condition;

e the loneliness, related to the user environmental
conditions and social life;
¢ illness, the patient health status.

Many products and solutions are already
available in the market [1] and cover both telecare
and telehealth applications. Telecare includes social
supervision, such as home alarm [3], while
telehealth applications have much stronger medical
aspects, such as telecardiology [2]. In addition, a
broad variety of scientific activities is ongoing in
this field. However, it can be observed that most of
the current solutions are still isolated devices with
no or few interfaces to the outside world. Some
newer devices allow networking capabilities, but —
by far too often — with the use of proprietary or
closed communication protocols.

In order to overcome these shortcomings, the aim
of objective 1.3 of the PSP programme of the

related to the

European Commission is to “significantly improve
quality of life and social care for the ageing
population” and “substantially prolong the time that
elderly people can live independently at home”, an
enormous number of national and European projects
are on their way. The inCASA project (Integrated
Network for Completely Assisted Senior Citizen’s
Autonomy) [4] is one of those and aims at
developing a system that will support the aging
population and facilitate them to feel well in their
own homes. The proposed application will monitor
biometric data and track environment parameters of
elderly users into their own home.

The remainder of the paper is organized as
follows. In ch. 2, possible system architectures and
their elements are discussed with its advantages and
disadvantages, whereas ch. 3 explains the proposed
solution. Then, ch. 4 will give an outlook on the
pilot installations, which are currently equipped with
the described devices.

2. SYSTEM ARCHITECTURE

2.1. OVERALL NETWORK
ARCHITECTURE

For both telecare and telehealth applications, the
overall network architecture can be described with
four communication levels, as they are shown in
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Fig. 1. This classification is very similar to other
network topologies with widely distributed sensor
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quarternary communication

Services
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Fig. 1 — Overall Four-Layer Network Architecture

The primary communication covers the path
between a local sensor or actuator and a data
collector or gateway. Unfortunately, today’s world
of primary communication is still  very
heterogeneous with several dozens of technical
alternatives [5].

The secondary communication provides the data
back to a display at the customer’s premises. There
are lots of discussions about the best alternative for
this secondary communication.
¢ One alternative is the direct communication from

the end-user device to the gateway or

middleware.
e The other alternative is the provisioning of the
data from the backend system.

It should be mentioned that these two options are
often presented as alternatives. However, it is well
possible to combine both approaches.

The tertiary communication connects the data
collector or gateway to the provider of the
functionality (utility). In general, this part of the
communication uses public infrastructure. Of course,
the Internet protocol is the most widely used
network protocol in this field. From data transport
point of view, mostly transparent channels over
circuit or packet switched networks are used, i.e.
ISDN, GPRS, ATM/DSL. In case of legacy
telemonitoring systems, the sensors are directly
hooked up to the backend system via what is now
called tertiary communication.

The quarternary communication connects various
backend systems.

In the authors’ part of the project, the major focus

is on the primary and tertiary communication
solutions. Thus, also this paper restricts to it.

2.2. LEGACY NETWORK PROTOCOLS
AND DATA MODELS

There is a large variety of different network
protocols and data models, which are used for home
care applications. Historically, there are two
approaches, which impede interoperability: In the
worst case, the data models and the network
protocols are completely proprietary and not opened
to the public. In the better case, they are public, but
linked to a certain network protocol. This is the case
for protocols like ZigBee, Bluetooth or EnOcean
Radio Protocol (ERP), which define their specific
application profiles. In these cases, interconnection
implies a gateway covering the complete
communication stacks from layer 1 through to
layer 7.

2.3. CONTINUA AND IEEE11073

Fortunately, this legacy approach is overcome by
the application profiles from Continua Alliance [7].
It is specified in IEEE11073 and contains the overall
architecture and specific devices. The basic network
management is described in the Optimized
Exchange Protocol (IEEE 11073-20601), which
includes three major elements: The Domain
Information Model (DIM), the Service Model (SM),
and the Communications Model (CM). In addition, it
contains various data transport models, e.g.
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IEEE11073-10404 for Pulse Oximeter,
IEEE11073-10406 for Pulse / Heart Rate, etc.

IEEE 11073-20601 defines the exchange protocol
for information between the agent (sensor) and
manager, mostly denominated as Application
Hosting Device (AHD). It is designed to be
extensible and flexible, and plug and play. To
accomplish, it uses object descriptions of the device
and data sources. The protocol supports self
description of the object model on association.

The major benefit of these profiles is their
independence from lower layer protocols, i.e.
Continua profile are taken over in Bluetooth Health
Device Profile (HDP) [8] and in ZigBee Health Care
(ZHC) [9] Profile. It is also applicable over IP and
6lowpan.

However, it also should be mentioned that these
profiles are still quite new and thus are not reflected
in all related sub-standards. l.e. HDP is not
integrated into Bluetooth Ultra Low Energy (ULE)
at the time of writing this paper.

2.4. ANTICIPATED SENSOR
INTERFACES

In the inCASA project, a broad variety of sensors
shall be integrated into the system. These combine
health related, home automation, and ambience
sensors. l.e. it is anticipated to measure blood
pressure, blood oxygen level, body temperature,
blood sugar, heart frequency, partial prothrombin
time/INR, weight, symptoms scoring, peritoneal
dialysis, physiological rehab (back/knee), movement
at home, contact (e.g. door/bed/chair), wrist
movement  (actigraphy), ambient temperature,
ambient humidity, water leaks, gas leaks.

Application Workflow
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Service Manager

Service Layer

Security Manager
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3. PROPOSED SOLUTION
3.1. MIDDLEWARE

Despite all the activities for homogenization and
standardization, it is clear that not all applications,
markets and market players follow these
specifications immediately. Therefore, it is obvious
that some meta-level is required to integrate all these
sensors and data models into one system, although
the mid-term future will strive for interoperable
solutions, as they are described in [16].

In large scale server system, this integration is
supported by a middleware software, which allows
multiple processes running on one or more machines
to interact. For heterogeneous distributed embedded
systems, the same idea has been realized in the
Hydra middleware approach (Networked Embedded
System Middleware for Heterogeneous Physical
Devices in a Distributed Architecture) [10], which is
an open source European project. Recently, Hydra
was renamed to The LinkSmart middleware is since
some time available for download as Open Source
from SourceForge and will be maintained by the
LinkSmart Foundation [15].

3.2. MULTI-LEVEL NETWORKS

Although the Hydra platform is optimized for
resource efficiency, it still comes with a lot of
different elements and, consequently, a significant
complexity (cf. Fig 2). As a result, in most cases an
(embedded) PC-hardware is utilized. Therefore,
during the course of the inCASA project, a second
level of gateway was introduced, which serves as a
low cost, low complexity, and low energy gateway,
and is described in section C.

Configuration Custom Logic

Device Elements

Semantic Layer

Context Manager Policy Manager

Service Layer

Service Manager Device Manager

Security Service

Resource Manager QoS Manager

Storage Manager Lock Manager

Security Layer

Network Layer

SOAP Tunnel Network Manager

Linux Windows Series 60

WLAN

Fig. 2 — Elements of the Hydra Middleware platform [10]
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The resulting network architecture is shown in
Fig. 3. It is currently under development and will be

The inCASA Solution
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applied in various pilot installations (cf. ch. 4).
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Fig. 3 — Two-level inCASA gateway architecture

3.3. PRODUCT SELECTION

As sensors, low-cost off-the shelf environmental
ZigBee sensors are used running standardized
application profiles for ZigBee Home Automation
[11]. They support the full registration and binding
process, as well as security. For the data collector
side, Atmel BitCloud is used [12]. The embedded
web server and TCP/IP-stack is available from the
author’s team [14]. The required gateway
functionality has been developed within the project.

It was one of the preconditions of the project that
the system should work with commercially available
off-the-shelf sensors. As the market for monitoring
sensors with open and standardized network
interfaces is still in its infancy, there is only a
restricted list of suppliers. Amongst those, the
following have been selected and are currently
applied in the project. In order to avoid
misunderstanding, it should be mentioned that the
selection did not include a fully systematic product
scouting, but was based on objectives like
availability, pricing, functionality, and support.

In the first phase, two classes of sensors are used:

e ZigBee enabled monitoring sensors from [11] for
Temperature and Humidity, Window/Door,
Flood Sensor, Inflammable Gas Detector, Wire-
less CO Detector, Wireless Liquid Petroleum Gas
Detector, Activity, and Smoke Detector with
Heat Sensor.

e EnOcean enabled sensors for occupancy in beds
and chairs from [13]. Major additional feature of
these sensors is their energy autonomy, as they
run without batteries or external power supply,
but make use the energy of the movement.

3.4. Activity Hub

Major part of the author’s team is the SIG
Activity Hub, which is therefore described in some
more detail. It is dubbed as SIG Activity Hub and
enables the connectivity between various low-end
sensors (e.g. ZigBee protocol and EnOcean radio
protocol) and transforms them into XML-IP-format
to feed into Hydra platform. It is shown in Fig. 4.

Fig. 4 — SIG activity hub in its housing
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It is anticipated in the inCASA architecture to
have one SIG activity hub for each apartment. For
the physical installation of the SIG activity hub, the
following conditions must be met:

o For the easiest deployment mode, the activity hub
will be mains powered. Therefore, an access to
the electricity network must be available.

e The SIG activity hub must communicate with the
wireless sensors in the apartment. This leads to a
possibly central positioning in the apartment, so
that a direct communication can be supported. In
case of the ZigBee enabled networks, this
criterion is of lesser importance as ZigBee
network layer supports mesh networking. In this
case, intermediate other sensor nodes could
possibly forward the data to the activity hub.
However, using the inCASA basic sensor set, all
sensors are run as ZigBee Reduced Function
Devices (RFD) only, which do not come with
routing capabilities. For this purpose, a mains-
powered router, like e.g. a smoke alarm, would

£2) Activity Hub - Mozilla Firefox

be required.

e On the other side, the SIG activity hub shall
forward the monitored data to the Hydra
middleware platform. For this communication, an
IP-based communication channel must be
accessible. For the lower network interface layer,
the SIG activity hub supports the following
options: Ethernet (IEEE802.3), Wireless LAN
(IEEE802.11), mobile communication (GPRS),
or legacy Public Switched Telephone Network
(PSTN) modems. Within the inCASA project,
both Ethernet and GPRS based solutions are
applied.

The Activity Hub forwards its data to the
middleware via HTTP-XML. Transmissions can be
both event or time driven. Actual data can also be
observed on a website, hosted either locally — with
the known limitations in performance — or on a
portal server. In addition, the activity comes with an
extensive management view (shown in Fig. 5).
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Fig. 5 — Configuration Interface of the SIG Activity hub

4. OUTLOOK

Two of the inCASA pilot installations will
include the described elements. It will be used
exclusively with the partner Agenzia Territoriale per
la casa (ATC) della Provincia di Torino. ATC

Torino is the public body with responsibility for
social and public housing in the area of Torino and
its surroundings. The Pilot will focus on user
behavior, providing a useful profile to search and
determine behavior that could lead to health
problems. Prepilot installations are currently already
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used for testing purposes.

In addition, it will be used together with other
systems in Greece (Konstantopouleio General
Hospital of Nea lonia Agia Olga, KGHNI). Both are
described in a little bit more detail in [17].

The further pilot installations of inCASA project
are planned in UK (Chorleywood Health Centre),
Spain (Fundacion Hospital Calahorra), and France
(Institut National de la Sante et de la Recherche
Medicale, INSERM).

ACKNOWLEDGMENT

The inCASA project is partially funded by the
European Commission under the ICT Policy Support
Programme.

5. REFERENCES

[1] www.aal-kongress.de/

[2] www.biotronik.de/en/de/3107

[3] www.drk-koeln.de/was-wir-tun/fuer-senioren/
hausnotruf.html

[4] www.incasa-project.eu/

[5] A.Sikora, Classifications for short-range
wireless networks, Wireless Congress 2005,
Munich, Germany, 9-10. November 2005.

[6] D.Lill, A.Sikora, Commissioning, relaying,
and monitoring of large-scale wireless metering
networks, Wireless Congress, Munich, Nov.
2010.

[7] www.continuaalliance.org/index.html

[8] www.bluetooth.com/English/Experience/Pages/
Closer-Look-HDP.aspx

[9] www.zigbee.org/healthcare

[10] www.hydramiddleware.eu/

[11] www.netvox.com.tw/product.asp

[12] www.atmel.com/dyn/products/tools_card.asp?
tool_id=4495&category_id=163&
family_id=676& subfamily_id=2124

[13] www.funkstuhl.de/

[14] www.stzedn.de/embetter-webserver.132.html

[15] sourceforge.net/projects/linksmart/

[16] M. Clarke et.al., Interoperable Telecare over IP
— architecture, standards and Telehealth
convergence, Final Version 3.3, Oct. 2011.

[17] A. Sikora, Pilot installations for combined
telecare and  telehealth  services, 45
Jahrestagung der Deutschen Gesellschaft flr
Biomedizinische Technik (DGBMT), Sep. 2011,
Freiburg.

Dr.-Ing. Axel Sikora holds the
Professorship of Embedded
Systems and Communication
Electronics at the University of
Applied Sciences in Offenburg
(D). He earned a Dipl.-Ing.
degree in electrical engineering
and a Dipl. Wirt.-Ing. degree in
business administration, both
from RWTH Aachen Technical
University (D). His Ph.D. was in the field of digital
circuit design at Fraunhofer Institute IMS, Duisburg
(D). After several positions in telecommunications
and semiconductor industry, he was appointed
Professor at Baden-Wirttemberg Cooperative State
University Loerrach (D) in 1999, and joined
Offenburg University in 2011.

He has founded the Steinbeis-Innovation Center
Embedded Design and Networking (sizedn) in 2002,
which concentrates on algorithm development,
protocol development, protocol implementation,
simulation and test in the field of wired and wireless
embedded networking.

Nathan Braun holds a Dipl.-
Ing. degree in project
management in mechatronics
from University of Applied
Science Basel (CH), Université
de Haute Alsace Mulhouse (F)
and University of Cooperative
Education Loerrach (D) in
1992. Since then, he works as
software development architect
at sizedn and group leader. He
is mainly interested in the development and
optimization of an embedded TCP/IP stack, and in
the implementation of wireless sensor networks.

Steffen Jaeckel studied
Computer Engineering at the
University of Applied Sciences,
Furtwangen and received his
Dipl.-Inform. degree in April
2009. After that, he continued to
work as project engineer at
sizedn mainly in the field of
embedded wireless and wired

communication, embedded
security and hardware design for networking
protocols.
Daniel Jaeckle holds a B.Eng. in Information

Technology from the Baden-Wuerttemberg Co-
operative State University Loerrach (D). Besides
working in the field of wireless sensor networks at
sizedn, he is currently studying towards a M.Sc. in
Computer Science at the University Freiburg.

372



Mircea lonel Strutu, Dan Popescu / Computing, 2011, Vol. 10, Issue 4, 373-382

Yol

computing@computingonline.net
www.computingonline.net

ISSN 1727-6209
International Journal of Computing

INDOOR MONITORING APPLICATIONS USING FIXED AND MOBILE
WIRELESS SENSORS

Mircea lonel Strutu, Dan Popescu

Politehnica University of Bucharest, Splaiul Independentei 313, Sector 4, Bucharest, Romania 060042,
strutu_mircea@yahoo.com, dan_popescu_2002@yahoo.com, www.pub.ro

Abstract: This paper proposes the idea of a wireless sensor network with applicability in monitoring systems. The goal
of the project is to build a monitoring system capable of data gathering which can benefit from both characteristics of
fixed and mobile nodes. To become flexible, the mobile node has a modular structure with four levels. The flexibility
offered by the mobile nodes increases the performance of the entire data acquisition system. These act as autonomous
devices that cooperatively monitor physical or environmental conditions. In order to implement the data acquisition
and communication functions, the solution we agreed on has been to use the MTS400 sensor board. Mobile nodes
communicate to a central node individual data and statistical indicators over a period. The proposed energy-aware
architecture was tested and validated in an indoor experiment.

Keywords: monitoring system, wireless sensor network, multi-hop mesh network, mobile node, reliability, redundancy,

gateway.

1. INTRODUCTION ?

A wireless sensor network is typically composed
of small, matchbox-sized devices, known as “motes”
which support a range of environmental sensing
capabilities and can be randomly and densely
deployed. Sensor capabilities may include
temperature, light, humidity, radiation, the presence
of biological organisms, geological features, seismic
vibrations and more. Recent development made
possible to make these components small, powerful
and energy efficient and they can now be
manufactured cost-effectively and in large quantities
for a wide range of specialized telecommunications
applications. Very small in size, the sensor nodes are
capable of  gathering, processing, and
communicating data to other nodes and to the
outside world. Based on the information handling
capabilities and compact size of the sensor nodes,
sensor networks are often referred to as “smart dust”
[1].

Benefiting from a large variety of sensors, sensor
networks have many fields of applications, including
health, agriculture, geology, military, home and
emergency management. The limited battery life of
a sensor node raises the efficient energy

! This work was supported in part by DocInvest Project ID 76813/
POSDRU_Romania (Burse doctorale: investitii in cercetare-inovare-
dezvoltare pentru viitor)

consumption as a key issue in wireless sensor
networks [2]. Thus, energy efficiency is a primary
requirement in a wireless sensor network and a
major design parameter in medium access control
protocols for WSN [3].

Wireless sensor networks have attracted a wide
interest from industry due to their diversity of
applications. Sensor networks are pervasive by
nature; the number of nodes in a network is nearly
boundless. As a consequence, it is becoming
increasing difficult to discuss typical requirements
regarding hardware issues and software support.
This is  particularly  problematic in a
multidisciplinary research area such as wireless
sensor networks, where close collaboration between
users, application domain experts, hardware
designers, and software developers is needed to
implement efficient systems [2]. Therefore, a key to
realise this potential is multi-hop mesh networking,
which enables scalability and reliability.

One of the most frequently design aims is to
minimizing the power consumption in different
functional layers of wireless nodes. Many studies
have been proposed techniques for energy efficient
data processing, communication and storage. As a
result, a dynamic balancing between these functions
is necessary [4], [5], [6].

The variety of sensing capabilities offered by
these devices also provides an opportunity to gain an
unprecedented level of information about a target
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area, be it a room, building or outdoor. Wireless
sensor networks (WSN) are fundamentally a tool to
measure the spatial and temporal characteristics of
any phenomena [7].

Because of the presence of people, for particular
case of indoor applications, low energy of radiations
also is an important requirement. High RF power
levels, that imply high energy-consumption, are
undesirable for interference with other networks and
for health hazards of people due to continuous
exposure to radiation antenna radiation levels of the
wireless equipment) especially in AAL (homecare
monitoring).

Therefore the communication range of BSN is
very small (up to 8 m). Now, thanks to the ITC
development, intelligent systems are used to support
elderly and chronically ill in all aspects of daily life,
at home. For example, European program “Ambient
Assisted Living Joint Programme” (AAL), in
progress, aims to extend the time in which the
elderly can live independently in their home by
assisting them in carrying out activities of daily
living [8]. This means that the environment will be
characterized by embedded technology, sensitive,
adaptive and responsive to the target people.

In the near future it can be expected that
buildings will be equipped with a range of wireless
sensors functioning as a part of an overall building
management system. It expects such information
could be used for a variety of purposes, including
guiding occupants to the nearest safe exit in case of
emergency [9].

2. MONITORING SYSTEMS

The purpose of deploying a WSN is to collect
relevant data for processing and reporting. In this
paper are presented the incipient stages of a more
complex project we started to develop. Trying to
apply a mobile monitoring system to a multi-storey
building offers great advantages, but it also raises
some questions.

One of the primary advantages of deploying a
wireless sensor network is its low deployment cost
and freedom from requiring a messy wired
communication backbone, which is often infeasible
or economically inconvenient [10]. Cattivelli et al
[11] study the problem of distributed estimation in
order to evaluate some parameter of interest from
measurements in an adaptive network. For the global
solution they propose a distributed diffusion
algorithm based on recursive least-squares (obtain
estimates that are close to the global solution).

On the other hand, one of the first questions to be
answered is how to deal with obstacles and how to
achieve communication over long distances. Energy
consumption or, in general, resource management is

of critical importance to these networks. Each node
will collect raw data from the environment, and
communicate with each other to perform a task.
Each node has a sensing radius within which it can
gather data and a communication radius within
which it can communicate with each other. Trying to
reach a remote location to gather valuable data can
be done using a mobile platform like the one we
have (Fig. 1).

Fig. 1 — Mobile platform equipped with wireless sensor

Using many mobile nodes to achieve a very good
coverage of the monitored space can be a good
solution but it can become costly in terms of energy
consumption and maintenance. One important
criterion for being able to deploy an efficient sensor
network is to find optimal node placement strategies.
Cost driven development resulted in choosing a
more versatile topology for our network consisting
in both fixed and mobile nodes. This approach of the
problem gives us the possibility to easily adapt the
network for the requirements of a monitoring
system, but also to make it act as an alerting system
against a predefined alert situation. An alert situation
can be defined as anything from a fire to an
earthquake.

The mobile node architecture is a modular one
and contains four functional levels: communication,
processing & management, data acquisition and
power supply & traction (Fig. 2).

Some of the mobile nodes characteristics may
prove to be very important for our monitoring
solution. The main characteristic is that the topology
is not fixed. During functioning, nodes will change
position or go offline.

The notion of area coverage can be considered as
a measure of quality of service (QoS) in a sensor
network, for it means how well each point in the
sensing field is covered by the sensing ranges. Our
solution presents a practical approach to the
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coverage problem giving the opportunity for the
mobile nodes to demonstrate their great capability in
monitoring large areas.

)

wireless
communication

processing

data
acquisition

power

supply
& traction

Fig. 2 — Mobile node architecture

Because mobile sensors give us a greater degree
of freedom, they can also be quickly deployed and
can easily cover a certain area even when human
presence may be impossible. Our desired network
consists mainly in fixed nodes and also few mobile
nodes in order to perform specific tasks. All the
nodes will be connected to the gateway and through
this to a processing centre which can be accessed
using a user interface (Fig. 3).
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Fig. 3 — Mobile sensor alarm system deployment

The ultimate purpose of implementing a
monitoring system is developing a good alerting
system capable of early detection of potentially
dangerous situations. The end wusers of the
monitoring and alerting system should be the people
living and working in the monitored area, in our
case, inside the monitored building.

Using a mixture of fixed and mobile nodes
induces a great deal of redundancy which makes the
entire wireless network more reliable and provides
the monitoring system which the means to react in

case of emergency. The mobile nodes can also act as
an on the scene monitoring system in case a
potentially dangerous situation is detected. Having a
mobile platform equipped with sensors capable of
reaching the place where the problem occurred in
case of emergency can be of great help for correctly
evaluating the situation and tacking the proper
actions against it as soon as possible.

A sensible matter is dealing with false alerts. The
alerting system should be capable of dissociating
between real alert situations and sensor associated
errors. False alarms may result in causing
unnecessary panic and bringing resources (such as
emergency services) when they are not needed.
These kind of situations should be avoided in order
to keep a good level of confidence for the
implemented alerting solution.

The best way to avoid unwanted triggers is to go
through a vast number of test cases and to use a fault
detection mechaninsm to validate data obtained from
the sensors.

Other constarints for the chosen solution will be
the motes size and weighth, the battery life, it should
be long enough to perform the tasks without human
intervention and also the battery life of the mobile
platform.

3. CHOSEN SOLUTION

Our goal is to build a monitoring system which
can benefit from both characteristics of fixed and
mobile nodes. So, our decision must be made having
in mind the fact that the motes should be capable to
use both as fixed and mobile nodes without further
preparation.

A typical wireless sensor network consists in
spatially ~ distributed sensors. These act as
autonomous devices that cooperatively monitor
physical or environmental conditions. The great
advantage of using a wireless network is that you
can forget about the messy wired communication
which in most cases can be impractical and more
costly.

Having in plan to use our sensor network as an
environmental monitoring system, the first step in
designing our solution has been to choose the
needed sensors. In order to achieve a good
monitoring level for the environmental conditions
indoor or outdoor, we needed to have our nodes
equipped for gathering the following parameters:
temperature, light, humidity, barometric pressure
and also seismic.

To conduct our experiments, we decided to use in
the early stages only four motes, three of them as
fixed nodes and another one a mobile node on our
remotely operated platform [12].

In order to choose the proper technology for our
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communication infrastructure, a  comparison
between  available  wireless = communication
technologies was made (Fig. 4) [13].
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Fig. 4 — Graphical representation of wireless
technologies segmentation

Based on requires demanded by the mobile
sensor network, this representation can be seen like a
guide from which, can be chosen the suitable
wireless technology for a communication module.

For technology selection, two important features
are represented on the axes, namely distance and
data rate, both in logarithmic scale. The area of each
technology representation figures the level of energy
consumption approach in design of the respective
technology.

A small area represents a standard with energy
consumption optimization; instead a wide area
represents a technology which wasn’t designed to be
energy efficient.

An example of choice of the proper technology
for communication function is presented in [13]
where the eliminatory demand was low power
consumption. As one can see in Table 1, for low
data rate and low range, we remain only with the
option for communication infrastructure technology
ZigBee, because, practically, it was especially
develop for such application as mobile sensor
networks.

Table 1. Low power wireless technologies

Range
Low Wide
3
© Low ZigBee GSM(GPRS)
o
g WiBro
High | UWB GSM(HSDPA)

If the sink is far from the event, the co-operative
communication is one of the methods to ensure
communication task in energy-aware applications
[14], [15].

In order to minimize the total energy
consumption a multihop routing is possible. That
implies the cooperation of some nodes to
communicate data from a node away to the gateway.
So, if a mobile node is outside of range of
communication or an obstacle is interposed between
the node and the gateway, another node can act as a
relay to gateway to ensure communication.

The solution we agreed on has been to use the
MTS400 sensor board (Fig. 5).

Fig. 5 - MTS400 Sensor Board

The MTS400 environmental sensor board offers
five basic environmental sensing parameters and an
optional GPS module (only available for MTS420).
One of the main characteristics is that they are
energy-efficient devices so that they can provide
extended battery-life and performance wherever low
maintenance field-deployed sensor nodes are
required. These versatile sensor boards are intended
for a wide variety of applications ranging from a
simple wireless weather station to a full mesh
network of environmental monitoring nodes.
Applicable industries include agricultural
monitoring, art preservation, environmental
monitoring, sensor location mapping (available for
GPS equipped MTS420).

According to the MTS420/400 Datasheet [16],
some of the sensor board characteristics are as
follows:

Dual-axis accelerometer: acceleration range;
resolution: +2g; 2mg at 60 Hz; sensitivity 167 mV/g,
+17%,

Barometric pressure sensor: pressure range;
resolution: 300-1100 mbar; 0.01 mbar; accuracy:
+1.5% at 25°C

Ambient light sensor: TAOS TSL2550D; spectral
response: 400-1000 nm, similar to human eye.

Relative humidity and temperature sensor:
Sensirion SHT11; humidity range; resolution: 0-
100% RH; 0.03% RH; absolute RH accuracy: +
3.5% RH; temperature accuracy: £0.5°C at 25°C.
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The average operating range for the described
sensors is between 2.5 and 3.5 volts [17].

The sensor node (MicaZ), manufactured by
Crossbow, has a 7.3 MHz Atmegal28L processor,
128Kb of code memory, 4Kb of data memory, and a
Chipcon CC2420 radio which supports the
802.15.4/ZigBee WPAN protocol (transmits up to
250 kilobits per second and an outdoor transmission
range of approximately 30 m) [17]. The dimensions
of the node are 58 mm x 32 mm and have reduced
weight, making them ideal for mobile platforms

(Fig. 6).
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Fig. 6 — Wireless network node equipped with
MTS400 sensor

The sink node is connected to a computer using a
USB cable and remains permanently connected in order to
transmit data to the database. The gateway’s role is to
aggregate the data from the network, interface the host,
LAN, or the Internet, and act as a portal to monitor
performance and configurable network parameters [18].

4. EXPERIMENTAL DATA

All the experiments have been made indoor using
our faculty building as a test ground for the sensor
network. The first stage of the experiment consisted
in placing the sensor nodes inside the building, so
that they can communicate with each other and to
the gateway. Once the fixed nodes have been
deployed, we started monitoring the data acquisition
using MOTE-VIEW. This is an interface, client
layer, between a user and a deployed network of
wireless sensors. Once they are turned on, the sensor
nodes appear in a list of available nodes on our
interface. They can be identified by their unique id.

The first task is to set the update rate for each
node. For the first experiment we used a data rate of
10 seconds for all our nodes. Every node will
automatically appear in the upper left corner of the
MOTE-VIEW interface. Each of them is assigned an
ID and a Name for easy identifying within the

network. The ID can be also seen on the side of each
node (Fig. 6). Once the preparations have been
made, real time data from each node are available
(Fig. 7).

For the second part of the experiment, we use our
mobile platform equipped with one of the nodes to
gather data while moving inside the building. The
mobile node (Id=6692) has been sending data once
every 10 seconds to the gateway directly, or via one
of the other nodes.

= [y v e

Fig. 7 — Data acquisition using MOTE-VIEW

In Table 2, the following parameters can be
tracked over an interval of 5 minutes, 15 seconds:
temperature [C], pressure [mbar], humidity [%].
During this period of time, the platform has been
programmed to move inside the building.

Some data has been lost because of the poor
reception over long distances and thick walls. The
advantage of having the possibility to send data to
the gateway through another node is underlined by
the fact that many data have been gathered this way
(as it is shown by the parent column in Table 2).

From the harvested data, we can also
automatically generate graphs of a sensor reading
against time for one node or a set of nodes. For our
experiment, we generated some charts to determine
the data change in time for our mobile and fixed
nodes. For example, we have generated the
temperature evolution graph for the mobile node
(Fig.8), and for all the nodes, comparatively (Fig. 9).
Similarly, pressure and humidity evolutions are
presented in Fig. 10 and Fig. 11, respectively.

As a result, some major temperature changes can
be seen over the period of time (14:52:35 —
14:57:50). This is the interval when the mobile
platform moved inside the building gathering data.
Similar graphs have been generated for the other
monitored parameters such as: light, humidity and
pressure.

377



Mircea lonel Strutu, Dan Popescu / Computing, 2011, Vol. 10, Issue 4, 373-382

Table 2. Mobile wireless sensor data

Humidity [ Temp Press
Id | Time |Parent] [%] [C] [mbar]
6692]14:52:35| 0 39,1 25,3 1008,3
6692/14:52:45| 0 40,5 25,33 1008,2
6692/14:52:55 0 34,9 25,25 1008,3
6692/14:53:05| 0O 34,1 25,24 1008,2
6692/14:54:13| 6782 274 25,03 1008,3
6692/14:55:02] 0 25,5 24,49 1008,3
6692/14:55:11] 0O 26,7 24,48 1008,4
6692/14:55:31| 6718 28,2 244 1008,3
6692]14:55:41| 6718 28,9 24,34 1008,5
6692/14:56:00p 0O 29.4 24,25 1008,5
6692/14:56:21] 0 29,6 24,31 1008,6
6692/14:56:31] O 29,5 24,34 1008,5
6692/14:56:50] 0 29,7 24,41 1008,3
6692/14:57:02| 6718 29,6 244 1008,4
6692/14:57:23] 0 29,8 24,44 1008,3
6692/14:57:32] O 29,8 24,47 1008,2
6692]14:57:50] O 29,9 24,48 1008,2

Fig. 8 — Temperature evolution measured by the
mobile node

Because the rapid variations of measured values
of parameters in the same location, for the
evaluation of the real values some statistical
indicators for humidity (H), temperature (T) and
Pressure (P) are necessary. Thus, average values (uy,
ur, up) and estimations of standard deviations (o,
or, op) are also provided by sensor node (Table 3):

1 & )
W -uf

n—143

1 n
=y 2l "‘J

where V; is an individual value of the measurement

and #n is the number of these values.

Fig. 9 — Temperature evolution over a period of time
measured by 3 sensor nodes (2 fixed nodes and one
mobile node)

Fig. 10 — Pressure evolution measured by the mobile
node

Fig. 11 — Humidity evolution (mobile node)

Table 3. Statistical indicators provided by mobile
wireless sensor node

Stat. | Period Id Hum. | Temp. | Press.

Indic. [%] [C] [mbar]

u 14:52:35 | 6692 | 29,7 24,4 1008,4
14:57:50

o 14:52:35 | 6692 | 4,23 0,46 0,12
14:57:50

The topology of the mote network can be defined
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placing the nodes in the specific location on the
map. This allows the user to visualize temperature or
other data gathered by the sensor in an intuitive way
using a wide range of colours for the representation
of the parameter levels (Fig. 12).

humtemp 24,1 4C
-
s

hurrierip 24,3
-
692

: humtemp 29,876

(!

Sensor Network Topology
Crosshow Technology, Inc. Copyright 2006
;;;;;

Fig. 12 — Temperature evolution measured by three
nodes

In an outdoor implementation, using the GPS
capability, the position of the nodes relatively to the
gateway would be automatically available.

In Fig. 13 we can see a typical XMesh network
diagram. We can see clearly that it has a great deal
of redundancy. The real life situation looks more
like the one in Fig. 14. So, we have to deal with the
bottlenecks and avoiding obstacles in order to
reassure that the sensorial coverage and
communication coverage are satisfactory.

Fig. 13 — XMesh network diagram

The capability of our nodes to communicate to
each  other helped obtaining satisfactory
communication coverage even when obstacles made
direct communication to the gateway impossible.

Fig. 14 — Diagram showing an indoor mesh topology
with bottlenecks

Confronting our wireless sensor network with a
series of test scenarios, the result was a tree shaped
topology which could send data over long distances
avoiding the obstacles. The mobile node proved to
be a great enhancement giving us the possibility to
send data over longer distances and replace the node
in order to retrieve data from various places inside
the building. Another possibility in case a fixed node
goes offline is that an operator will place the mobile
node in the same position as the fixed
malfunctioning node to resume sending data from
the same spot inside the building.

Dealing with false alerts is another issue. We
can’t let our monitoring system feed corrupt data to
the alerting system. The false alerts should be
avoided in order not to generate panic and distrust in
the entire alerting system. The same principle as in
case of replacing a malfunctioning node will be
used.

In order to validate the alerting data from the
fixed node, an operator will move the mobile node
near the evaluated node’s position. After a short
while, the mobile node should start transmitting data
similar to the fixed node. In case the alerting data are
confirmed, the alerting system will turn the alarm
on. In some cases, moving a mobile node near the
fixed node’s position will only prove that the data is
corrupt and the fixed node needs maintenance.

In the third phase of our experiment, we want to
test and to find a solution to a real life scenario when
one of the retransmitting nodes stops functioning
and a part of the network gets cut off from the
gateway. A wireless network working inside a
building may have many bottlenecks as it can be
seen in Fig. 15. These can become a real problem if
one of the retransmitting nodes stops working
because, even if a part of the network is still
operational, data cannot reach the gateway.
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d Gateway
; Router

Fig. 15 — Diagram showing an indoor mesh topology
with bottlenecks and a faulty node resulting in the loss
of an entire branch of the network

In order to limit the risks of losing an entire
branch of our network in case of a single
malfunctioning node stops acting as an active router,
we tried using our mobile node. The solution proved
itself helpful (Fig. 16).

The transmission from the lost branch is resumed
after placing the mobile node in the vicinity of the
malfunctioning fixed node.

d Gateway
} Router

Fig. 16 — After the intervention of the mobile node, the
transmission from the lost branch is resumed

Mobile
node

So, in order to avoid losing data, we want to use
our mobile nodes as retransmitting nodes. In case of
a fixed node failure, the mobile node receives a
command to automatically position itself so that the
data transmission towards gateway may be resumed.
The mechanism tolerates failures of random
individual nodes in the network.

5. FAULT DETECTION

The goal of fault detection is to identify when a
fault has occurred, to pinpoint the type of fault and
its location.

The most simple and frequently used method for
fault detection is the limit checking of a directly
measured variable [19]. In this case, after rigorous

testing, we established that the most frequent cause
for a node malfunction is power failure. Some power
sources can last more than others, so, when one of
them runs off or is lower than the optimum working
level of the sensors or the antenna, the node starts
sending corrupt data and, ultimately, stops working,
leaving the rest of the network with no
communication link to the gateway. In order to
prevent and predict this kind of failures, we
implemented a limit checking fault detection system
that triggers an alarm each time one of the nodes is
dangerously close to the equipment functioning
limits (Fig 17). As we said before, the operating
range, for the described sensors, is between 2.5 and
3.5 volts.

[V]” Vmax

23 Vmin

alarm upper thresheld

alarm lower threshold

Fig. 17 — Source voltage limit checking.

So, as you can see from the figure above, we
have established an upper and a lower threshold in
order to have an online fault detection system. One
of the data constantly sent by every node is its
voltage, so it is relatively easy to predict node
malfunction due to power failure related problems.

Another way to deal with the power failure or
power fluctuation generated problems is by
constantly checking the trend of the measured
voltage. If the voltage is climbing or dropping too
steeply, it’s clear that the node is losing its ability to
measure and send data because of exceeding the
normal average operating range of the equipment.

6. CONCLUSIONS

Using a mobile wireless sensor network for data
acquisition inside a building offers many challenges,
but also enjoys many benefits from the wireless
capability and the mobility of the nodes. This
architecture has a very good potential as an alert and
monitoring system for a closely monitored
environment building as an art museum or even a
hospital, a laboratory or a house for homecare
monitoring of people with chronic diseases or
elderly. Its features are optimized for monitoring
over a long period, autonomously, without
maintenance and have a good potential for
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upgrading.

One major challenge is how to validate the
gathered data from one specific node. The mobility
of one or many network nodes comes into play,
offering the possibility to place another node in the
vicinity of the evaluated node and compare the data
to validate them.

Our experiments demonstrated that it is possible
to use a few mobile nodes in order to achieve greater
coverage and redundancy inside a multi-hop
network composed mainly by fixed nodes.

One of the challenges we have to overcome is
how to move the sensor nodes relatively to each
other in order to send data over a long distance,
avoiding obstacles and obtaining a good
dropped/received data ratio. We also want to
improve our network redundancy by teaching the
mobile nodes to take the place of the broken nodes
in case of failure.

The future project will also benefit from the GPS
capability of the more advanced MTS420, giving us
the possibility to operate not only indoor, but also in
the surroundings of the monitored building. This
step will bring more challenges to the project.
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Abstract: A proposed nonlinear method of sensors data coding allows to increase the useful capacity of the data
transmission protocols for Wireless Sensor Networks in 3 — 5 times by the integration of sensors data with different

digits capacity and reducing the transmissions number.

Keywords: residue number system; wireless sensor networks; multilevel coding, protocol.

1. INTRODUCTION

Wireless sensor networks (WSN) with the
domain of scientific (theoretical and experimental)
research are increasingly moving into the region of
the practical use in various areas. WSN can capture
information about the condition of physical
environment, can perform the simple data processing
and transmit them to the remote server. There are
such tasks among the practical applications of the
Wireless Sensor Networks technologies: water
resources monitoring, glacier motion, forest fires,

Ono
o
O
A
O Oﬂo
O O

Sensor nodes

Oﬁr

O
-0
O

o

O Base Station

building and manufacture organization, “intelligent”
measurements and increasing of the power
consumption effectiveness, medicine and public
health, sport medicine, patient care and patient
monitoring [1].

Wireless Sensor Networks more often use the
cluster tree topology in the tasks of monitoring
(Fig.1) [1]. In this topology the neighboring nodes
are the sources of information and the retransmitters
of the data from another nodes simultaneously.

Global level

—=I GPRS Services

.l‘i
@

/
2

Remote users

3

Local level

Fig. 1 — The structure of WSN

383



Vasyl Yatskiv, Su Jun, Nataliya Yatskiv, Anatoly Sachenko / Computing, 2011, Vol. 10, Issue 4, 383-390

As a rule the base station transmits data through
the wireless communication channel (GSM channel)
to the networked remote server.

It is shown in [2] that energy expenses for data
transmission in WSN occupy about 70 percent of all
expenses. Take into consideration that one bit
transmission on radio channel (even ultralow power)
is equivalent to the performance of thousand
operations by the processor of wireless node [3]. So,
the use of the data processing methods in wireless
controller is promising. The proposed additional data
processing in the nodes is less energy-intensive then
redundant data transmission. Taking into account
this fact as well as low data transfer rate in WSN
(250 Kbit/s) a development of coding methods and
effective data transmission protocols oriented on
increasing the useful bandwidth of communication
channels is the actual issue.

The preliminary analysis has shown that WSN
efficiency can be improved due to [4, 5]:

(1) The reduction of service data in network
packet;

(ii)) The redudancy elimination of measured
sensors data.

The different methods are used for the sensors
data redundancy decreasing. The mobile-agent-
based computing model can decrease the data
volume in sensor networks using data redundancy
elimination by determined methods [6, 7]. But such
approach has a limited application area because of
restriction on the network architecture, a distance
between sensors and cluster core and etc. To
eliminate the data redundancy authors [8] proposed
to optimize the traffic using data decorrelation.
However such technique can be implemented in data
flows for close located nodes only where the same
physical quantities are measuring, so it has a limited
application.

The service data proportion can be improved in
the packet’s structure increasing a size of data field.
However control and monitoring systems based on
WSN technology are characterized by short length
of information messages. For example a volume of
sensor data in measurements of physical quantities
(temperature,  pressure, humidity, radiation
background and etc) has 8-16 bits. To solve this
problem the data from different nodes are integrated
in one packet. The simplest method of the packets
size increasing is data concatenation. If

a=a,...a, and f=Db...Db, words of alphabet
A, then concatenation of word A and word B will be
the word J of the same alphabet A:
y=a f=a,..a,b..b, [9]. However existing

methods of data concatenation work properly for
sensor data with a same digit capacity only, its
application for data with different digit capacity

leads to the essential redundancy increasing.

In this work we are exploring the directions of
network protocols improvement by means of
increasing network packets size for sensors with
different digit capacity.

1. THE EVALUATION OF WSN
PROTOCOLS STRUCTURE

Let’s explore the protocols of the IEEE 802.15.4
standard and protocol SimpliciTI of the Texas
Instruments to determine the volume of control
information in the structure of the WSN protocols.

The standard IEEE 802.15.4 and ZigBee protocol
stack are developed for the coordination of the
equipment of different manufacturers and for the
simplification of deploying WSN. ZigBee protocol
stack is hierarchical model, which is built on the
principle of OSI model that defines a networking
framework for implementing protocols in seven
layers (Open System Interconnection) [10].

ZigBee protocol stack includes layers of the
IEEE 802.15.4 standard, the data-link layer, the
network layer, application support sublayer and
device profiles. The IEEE 802.15.4 standard defines
the specifications of the physical layer (PHY) and
sub layer the Media Access Control (MAC) for the
low-rate wireless networks.

Physical layer (PHY) provides the data
transmission service, performs channel selection and
energy and signal management functions. The
medium access control (MAC) layer manages access
to the physical channel and network. It provides
different access mechanisms to the physical channel.
MAC layer supports “peer-to peer”, “star” and
“claster tree” topologies, secure data exchange, and
streaming and batch communication. It also defines
automatic confirmation of packets reception,
provides data transmission in appointed time
intervals and uses 128-bit keys to implement its
security mechanisms, 16- and 64-bit addressing.

The SimpliciTI protocol, developed by the Texas
Instruments is the alternative for the ZigBee protocol
stack [11]. The SimpliciTI protocol is destined to the
networks with the limited number of nodes and
autonomous power supply. This protocol uses
physical layer of radio access, elaborated by the
Texas Instruments instead of IEEE.802.15.4. The
retransmitters and gateways, which are powered by
electrical supply network are used for the increasing
of distances for networks on the basis of SimpliciTI
protocol. The implementation of SimpliciTI protocol
requires minimum resources of microcontroller, so
the system has low cost in comparison with systems,
which used ZigBee protocol. The SimpliciTI
protocol supports the transmission of packets with
fixed and variable length. The maximum packet size
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is 255 byte.

The useful network channel capacity means
information rate [5]. The next factors have an
influence on useful channel capacity: the
interference, waiting of the transmission access, the
interframe spaces, the service data units (packet
header of MAC and physical layer), confirmation
and retransmission of the frame. The size of service
data units has most important influence on useful
channel capacity in WSN.

The frame structures have been designed to keep
the complexity to a minimum while at the same time
making them sufficiently robust for transmission on
a noisy channel. Each successive protocol layer adds
to the structure with layer-specific headers and
footers. This standard defines four frame structures
[10]:

— a beacon frame, used by a coordinator to
transmit beacons;

— a data frame, used for all transfers of data;

— an acknowledgment frame, used for confirming
successful frame reception;

— a MAC command frame, used for handling all
MAC peer entity control transfers.

Each packet transmitted in WSN contains the
control information which is required for the safe
data delivery and data processing. According to the
IEEE 802.15.4, SimpliciTI service data unit consists
of preamble sequence, start of frame delimiter,
frame length, frame control, sequence number,
addressing fields, and checksum (Fig. 2).

Freamble ML) Frame| Addressing Data
Sequence Fr:”'”.‘e Length Fields Fayload FCs
Delimiter
3264 TR 32 a a 255 16
a)
P reamble SFtrZr:n%f Frame | Frame |Sequence Addressing | Data | peg
Seguence = - |Length| Contral | Mumber | Fields Payload
Drelimiter
32 o a 16 8 32 104 16

b)

Fig. 2 — Schematic view of the data frame and the
PHY packet: a) SimpliciTI; b) IEEE 802.15.4

The analysis of the frame structure of WSN
protocol (IEEE 802.15.4, SimpliciTI) — conducted
by authors of presented paper — confirmed the
decreasing of useful bandwidth when user data size
is reduces. The percentage of control information in
this protocol makes up from 4% to 80 % — and it
depends on data field size (Fig. 3).

Let’s evaluate useful channel capacity in relation
to data area size without regard for the interframe
spaces and waiting time of medium access.

=
=}

Service data

[

32 64

Data volume . byte

104(25%)

o IEEE 802.15.4 B SimpliciT]

Fig. 3 — Percentage of service data in the packet for
IEEE 802.15.4 and SimpliciTI protocols

For this we calculate maximum number of
minimum length frames. According to IEEE
802.15.4 standard minimum frame length with
preamble sequence is Ly = 27 bytes or 216 bit, so if
the transmission rate is equal to 250 Kbit/s it is
necessary to 864 microseconds for it’s transmission,
one bit transmission time is t =4 microseconds.
The maximum possible network bandwidth is equal
tomy; = 1157 frame/s [5].

According to IEEE 802.15.4 standard maximum
frame length with preamble sequence is L, = 127
bytes or 1016 bit. The time of frame transmission is
4064 microseconds. So, the maximum possible
network bandwidth is equal to m, = 246 frame/s.
At the same time it is expedient to calculate useful
capacity with the use of maximum length frames and
minimum length frames.

For the minimum length frames with user’s data
size d; = 4 bytes useful channel capacity is (Fig.4):

C;=my-dy-t=37 Kbit/s, and for the
maximum length frames with user’s data size
dy = 104 bytes useful channel capacity is: C, =
m, - d, - t = 204,7 Kbit/s.

C, Kbit/s
250

200

150

100 -+

50 7

4 16 32 64 80 104 L, byte

Fig. 4 — Dependence of useful channel capacity on
data field size in frame of IEEE 802.15.4 standard
protocol

As follows from fig. 4 the useful channel
capacity reduced to 5 times if we have minimum
data area size in protocol structure.

The transmission of the packets with the
maximum length of user’s data is more optimal,
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because the percent of service data relative to user’s
data considerably less than in packets with the
minimum length. Consequently, useful channel
capacity approximates to nominal value — 250 Kbit/s
(see Fig.3).

3. THE PROPOSED APPROACH

The difference of the proposed method consists
in representation of nodes data in residue number
system (RNS) (bl. 1) and their transformation in
positional number system (bl. 2). In the receiving
site (server) inverse transformation of data (bl. 4) in
RNS (bl. 5) is occurred (Fig. 5).

Residue Number Svstem

(@1,az, &, ...an)

W 7 _

Positional Number System

. 4 3
Communication Channel

4 _

Positional Number System

W 5 _
Residue Number System
ai, ..an)

(a1,az,

Fig. 5 — Block diagram of proposed coding method

To explain details let’s assume that any positive
integral number in RNS is represented by the set of
smallest positive residues after this number above
was divided on the fixed positive integers p;, p,,

.. Pi -..» Ppn, which are called as modules. Let’s
designate the smallest positive residue from a
division A on p; as

a=4-2 P ()

where [o] is rounding to smaller integer. Then a
number A in RNS will be written down as:

A:{al,az, ...ai,...,an}.

The coding concept is based on the following
steps. The coprime modules are selected per each
level according to a condition

pi > Aimax> (2)

where a;;,4, 15 max value of data.
The sensors data are united into packets by the
formula [12]:

n
Aj = 2 aij - Bij(modRy). @)

where @jj — data of sensor, Bij — orthogonal or

n
bases, Pij = H P, » P; — coprime numbers, N —a
i=1

number of modules, i = 1,_n , ] —level number.

P.
B, =—1-5 =1(modp,), )

ij
i

where 0<J; < p, — a weight of the orthogonal

element.

In the blocks A;,, A;5, Any, data(aq, ..., a,) of
upper level nodes associates according to the
formula (3) (Fig. 6 a). In the block A;3 data from the
previous level (blocks A4, A;2, A,2) are associated
and etc. As a result of multilevel coding we get
message in weighted (number) system in which
measured nodes data are represented.
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Fig.6 — Multilevel coding of sensors data:
a) block diagram; b) functional diagram.

Decoding is running via a sequential operation
residue of relevant modules:

Ajj-1 = Ajj(modR;j_1);
Ajj—2 = Aj-1(modBj_2); (5

A, = A, (modP,).

Let’s consider the example of the data integration
of three nodes A4, 4,, A3 (Fig. 7). Let assume that
nodes generate the information in the range: A; €
{0,6}, A, € {0,103}, A5 € {0,12}, according to the
condition (2) we choose coprime modulus: p; = 7,
p> =11, p3 =13 and the nodes value a; = 3,
a, =5, az = 9. According to the formula (4) we
calculate base numbers: B; =715, B, = 364,
B3 = 924. The result of calculation for the 4, by
formula (3) is equal to: a;, = 296. The value a,, is
transmitted to server by communication channel.

"'\-._H_HL‘-H
H-\"'\-\.
B e - A1z a1z

Fig.7 — Data integration on the on basis of RNS

Such approach allows integrate data with
different digit capacity and there is no necessity to
append node address, because for each node is

assigned the unique module of Residue Number
System, which performs an address functions.

Note growing the frame size increases the
network capacity only in a case of network reliable
operation (data not distorted neither lost) (see Fig.4).
Otherwise increasing the size of the packet may
cause bandwidth decreasing since the network
retransmits the lost packets.

4. THE ERROR DETECTION

The wireless networks are characterized by high
bit error rate (BER) because of electromagnetic
obstacles influence in comparison with cable
network. For WSN the typical values of BER are
equal to 10™* = 107° [11].

In the IEEE 802.154 standard Cyclic
Redundancy Check Codes are used for error
detection. The polynome Gqg(x) = x° + x1% +
x> + 1 provides the detection of one-multiple error
with probability 100%, another errors number — with
probability P = (1 — 27™), where n — is the number
of digits of checksum [10].

In WSN after error detection data packet
retransmission is executed. That is results to
decrease of useful channel capacity and to increase
of energy consumption.

We can increase useful channel capacity of
wireless network by implementation of error-
correcting codes. The use of error-correcting codes
reduces the number of packet retransmissions, which
were garbled. In the work the algorithms for the
error detection and error correction on the basic of
RNS correcting code is elaborated. In this algorithm
correcting code of RNS with two check basis (see
Fig.7).

To investigate the RNS’s codes redundancy let’s
consider a system with bases P, Py, ..., Pj,..., P,

and a range M =1p,-p,-...-p,, and call the

range Mas a working range. Moreover let’s
introduce a basis py,y, Ppyp Which are coprime
with any of the accepted basis and let’s present
numbers in the system with basis n+1, n+2. It
means that we will transfer numbers and make
operations at numbers (which are located in a range
[0,M)) in  wider range [0,P) where
P=M:pp,i- Pnyo. Error detection and correction
occurs following algorithm (Fig.8). After bases
introduction (block 1) and message receiving (block
2) total range P =[[**?p; and operating range
M = [T}~ p; are calculated (block 3).
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Begin
|

Input of modules:
P1, ..., Pn

Enter of received
message: A

Ranges calculation :
P=p1*...pn* pn+1* pn+2
M=p 1*...*pn

Orthogonal bases

calculation:
BI1,....,Bn

C )

es
A<M Y

>

Orthogonal bases
calculation:
B'l,....B'n

Number projection
calculation: A'i

.. yes
A'1>M
no
Error
correction
0,
Data output

|
C End )
Fig. 8 — Block diagram of the error detection and
correction algorithm in RNS

The orthonormal bases are calculated by the
formula (4). In the block 5 (see Fig.8) a received
message A is compared with the operating range M:
if A<M so there is no errors in the received message,
and calculations finish by the results output. In
another case the serial calculation of the orthonormal
bases is performed (block 7) and calculation of the
number projection on every basis (block 8).
Herewith number projection A; is calculated by

strikeout of the A a; digit. If the number projection
A'; is greater than operating range M (block 9), the
next basis is verified (blocks 6 — 9), otherwise there
is error on this basis, correction of which is
performed in block 10 by the formula [12]

Pi(1+Pny1) i]
b

a; = CTI + [
Pn+1 B;

where @ — is the value of erroneous digit; A — is
received number projection.

After error correction (block 10) the results of
processing come to the block 11.

Let’s consider an example of the use of extended
modules system. For the data received from the
blocks A1, A2, A3 we extend the range of data
representation with the use of modules p4, p5 in the
block A1, (Fig.9) to provide opportunity of the error
detection and error correction. In this case we obtain

a, = asp(mod py);
as = a;,(mod ps).

Thereafter, the values integrate

according to the formula (3).

el
T
e T _ A2 a
- alz

a, ..., 0sg

Fig.9 — The integration of data with the correcting
moduli

In the receiving side (server) received data are
checked for errors and their correction according to
algorithm (see Fig.8). For the decoding, decoder
must know moduli, which were used in coding
process. So, data area of protocol contains data and
the numbers of moduli N M1...N_Mn (Fig.10).

MM | N_E H M Data

Fig. 10 — The structure of data area of
communications protocol

The number of modulo is used for the
identification of sensor, which transmits data.
As a result of received data repeated division on
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coprime moduli RNS we obtain initial data of nodes.

It is known, that numerical system in residual
classes gives opportunity of the use of singular noise
combating code for correction of errors, which
appear in communication channels in time of data
transmission and in information system during data
processing [11].

RNS codes universality is explained not only by
high correcting potential and group error resistance,
but adaptive changes of correcting characteristics
without change of coding method.

5. THE EXPERIMENTAL RESEARCH

Let’s consider the useful channel capacity when
we use the RNS error-correcting codes with two
check modules. For the maximum length frames
(104 — 2=102 bytes, check modules occupy 2 bytes)
the useful channel capacity is equal to C, =m;
(d, — 2) = 200,7 Kbit/s.

So, the use of the RNS error-correcting codes
with two check modules provides error correction by
any module and the useful channel capacity is 200
Kbit/s.

Let’s calculate useful channel capacity for
different error probability means:

C = m-L
Po1+pP, L

where m — is the number of the frames per second; L
— is the length of data area; Pb — is the error
probability.

In the Fig. 11 the results of calculation of the
useful channel capacity with different bit error
probabilities are showed.

PB

1E-6 /
1E-5 /

A
/

1E-2 Cp, Kbit/t

22 76 151 188 198 200 201

Fig. 11 —Dependence of useful channel capacity on
errors probability for the maximum data block size
(104 bytes)

Consequently, if the error probability in channel
more than 107° the use of error-correcting codes,
particularly RNS  error-correcting codes, is
expediency (see Fig. 10). If the error probability is

1073 the useful channel capacity reduces in 2 times
as shown in Fig. 10.

Thus the proposed approach allows reducing the
overhead number as well as increasing the effective
capacity of data transmission protocols significantly
Moreover we provide the errors detection and
correction implementing data coding by RNS
transformation.

Taking into account the results above we plan to
explore in future the optimal size of data packet for
which the network capacity will reach the maximum
value at different levels of a noise.

6. CONCLUSIONS

A proposed multilevel nonlinear method of
sensors data coding allows to increase the useful
capacity of the data transmission protocols for
Wireless Sensor Networks in 3 — 5 times by the
integration of sensors data with different digits
capacity and reducing the transmissions number.

The experimental researches of the useful
channel capacity depending on bit error probability
with the use of RNS error-correcting codes with two
check modules confirmed that the error-correcting
codes application is reasonable in a case if the bit
error probability exceeds 107>,
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Ghannam Aljabari, Evren Eren
VIRTUAL WLAN: EXTENSION OF WIRELESS NETWORKING INTO VIRTUALIZED
ENVIRONMENTS

In wired Ethernet networks (IEEE 802.3), a physical network interface can be connected to different
network segments or shared among multiple virtual machines. In wireless LAN (IEEE 802.11) sharing a
wireless network interface is recognized to be a difficult task. However, virtualization can solve this
problem. In this paper we will introduce a software platform for hosting multiple virtual wireless networks
over a shared physical infrastructure by means of open source virtualization techniques. We present the
design, implementation, and performance testing of this platform. Results have shown that the hosting
platform can extend wireless networking into virtualized environments without compromising the
performance, isolation, or wireless LAN security mechanisms.

Ghannam Aljabari, Evren Eren
BIPTYAJIBHI WLAN: TTOIIMPEHHSA BE3ITPOBIJJHUX MEPEX V BIPTYAJIbBHUX
CEPEJOBHUILAX

VY npoiganx Mepexax Ethernet crammapry IEEE 802.3 ¢isnunmii mepexesuii intepdeiic Mmoxe OyTu
i1’ €THAHUHA IO Pi3HUX CETMEHTIB Mepexki abo po3momieHuit Mixk OaraTbMa BipTyaJIbHUMH MAalliHAMHA. Y
oesnporigaux LAN (IEEE 802.11) posminenHs mepexeBoro iHTepdeiicy € ckiaaHorw 3amaueto. OmHak,
BipTyasizamiss MOXe BHPIIIUTH L0 MpodieMmy. Y cTaTTi NPEACTaBICHO NPOrpaMHy IUIATOpMy AJIs
po3MileHHsT 0araThOX BIPTYaNBHUX MepexX Ha (I3WYHO PO3IiIeHid iHPpacTpyKTypi, BUKOPHUCTOBYIOUH
TEXHOJIOTIi BipTyai3artii, 1o PO3MOBCIOHKYIOThCS O€3IUTaTHO. B 11l CTaTTi PO3TIAAAETHCS TPOSKTYBAHHS,
peadizalisi Ta TeCTyBaHHA AaHOi IuaTdopMmu. 3a pe3yabTaTaMH JOCHIiIKEHb XOCTHHIOBA IiatdopmMa MoKe
po3mmpuTH OE3MpOBIAHI Mepexi y BipTyallbHUX CEpeloBHINAX Oe3 TMOTIpIIEHHS eKCIUTyaTalliiHuX
XapaKTEPUCTHUK, aBTOHOMHOCTI a00 MeXaHi3MiB O€3IeKH JIOKAITHHOI 00UHCITIOBAIEHOT MEPEXKI.

Ghannam Aljabari, Evren Eren
BUPTYAJIbHBIE WLAN: PACITPOCTPAHEHUE BECITPOBO/IHBIX CETEN B BUPTYAJIbHBIX
CPEOAX

B npoBomubix cersx Ethernet crammapra IEEE 802.3 ¢wusmueckuit cereBoit nHTepderic MoxkeT OBITh
MOJKIIIOYEH K Pa3IMYHBIM CETMEHTaM CETH WM paclpeesieH MeXAy MHOTHMHU BHPTYaJIbHBIMU MalIMHAMHU.
B 6ecnpoBogubix LAN (IEEE 802.11) pasmenenue cereBoro uHTepdeiica sBISETCS CIOXHOW 3amavei.
OpnHako, BUpTyaIu3aLusl MOXKET PeIInTh 3Ty npolnemy. B craThe mpeacTaBieHsl NPOrpaMMHYIO IUIaThopMy
IUIL pa3MEIeHuss MHOTMX BHPTyalbHBIX ceTell Ha (Qu3uyecku paslesieHHOM MHQPacTPyKType, UCIONb3Ys
TEeXHOJIOTUM BUPTyalu3alldd, paclpocTpaHseMble OecrmmatHo. B a3rToif  crathe paccMaTpuBaercs
MIPOEKTHPOBAaHKUE, PEAn3alsi M TecTUpoBaHWE AaHHOW miaTgopmel. [lo pesynbraTram uccienoBaHuit
XOCTHHIOBasl IIaTopma MOXKET paclIUpUTh OECIPOBOAHBIE CETH B BUPTYAIbHBIX cpelax 0e3 yXyALIeHUs
IKCIUTyaTallMOHHBIX ~ XapaKTePUCTHK, AaBTOHOMHOCTH WJIM MEXaHH3MOB 0e€30MacHOCTH JIOKaJbHOU
BBIYHCIUTEIBHON CETH.

Andreas Fink, Helmut Beikirch
HYBRID INDOOR TRACKING OF HUMANS IN HAZARDOUS ENVIRONMENTS

The reliable tracking of humans and materials in indoor scenarios is an ongoing research issue. For
example, the monitoring of humans in partially hazardous environments — like the surroundings of an
underground longwall mining infrastructure — is crucial to save human lives. A centroid location estimation
technique based on received signal strength (RSS) readings offers a well known and low-cost tracking
solution in such a rough environment where many other systems with optical, magnetical or ultrasound
sensors fail. Due to signal fading the RSS values alone cannot ensure a precise tracking. The sensor fusion of
the RSS-based localization with an inertial navigation system (INS) leads to a more precise tracking. The
long-term stability of the RSS-based localization and the good short-term accuracy of the INS are combined
using a Kalman filter. The experimental results on a motion test track show that a tracking of humans in
multipath environments is possible with low infrastructural costs.
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Andreas Fink, Helmut Beikirch
I'BPUJIHA CUCTEMA JUUIS BIJICJIIJIKOBYBAHHS JIOJIEM V HEBE3IIEUHMX CEPEJOBHIIIAX
Hanifine BimCHigTKOBYBaHHS JIOEH Ta TPEAMETIB BCEpEOWHI TPHUMIIICHh € aKTyaJIbHOI 3a7adero.
Hanpuknaza, crocTepexeHHs 3a JIIOAbMH y HEOE3MEUHHX CEPEeNOBHUINAX, TaKUX SK MiA3EMHI TYHEN s
BHJIO00YTKY KOPHCHUX KOTIAIHH, € KPUTUYHUM [UIS TOPATYHKY JIFOACHKOTO XKHUTTA. TeXHOIOTis MpuOIu3HOi
OIIHKM TIEHTPY pPO3TaITyBaHHS, MO0 0a3yeThcs Ha TaOMUIAX IOTYXKHOCTI oTpuManHoro curHamy (RSS),
NPOTOHY€E Jo0pe BioMe 1 Hemopore pillleHHS Uil BIJICHIJKOBYBaHHS y TOJIOHUX CepeloBHINAX, ¢
BHKOPHUCTaHHS CHCTEM 3 ONTUYHMMU, MATHITHUMHU Ta YJIbTPa3BYKOBUMHU CEHCOpPAMH € HEMOKIHBHUM. Ale
3HaueHHs RSS He MOXyTh 3a0e3MeYnTH TOYHOTO BiJCITiAKOBYBaHHS, OCKUIBKH BiOYBa€ThCS MOCIA0ICHHS
curHany. OO’ennanHs nanux RSS-0a3oBanoi nokamizamii Ta iHepuiiHOT HairamiiHOi cucremu (INS)
MiJBUIIYE TOYHICTH BiacHinkoByBaHHS. [loemHanHs goBrotpuBasioi crabinbHOCTI  RSS-6azomanoi
JIOKaJti3allii Ta BUCOKOi KOpOTKOTepMiHOBOi TouHOCTI INS BinOyBaeThcs 3a gomomoroto ¢inerpa Kaasmana.
Pe3ymbrat  eKCIEpUMEHTAIBHUX JOCTIDKEHb TPAEKTOPIH TECTOBHX MAapIIPYTiB  MiATBEPIKYIOTH
MOJKJIMBICTD BiJIC/TIIKOBYBaHHSI JIFOJUHH B 0araTOILISXOBUX CEPEIOBHINAX 3 HU3bKUMU 1HGPACTPYKTYPHUMHU
3aTpaTramu.

Andreas Fink, Helmut Beikirch
I'MBPUIHA S CUCTEMA JUISI OTCJIEXXUBAHMS JIFOJAEN B OITACHBIX CPEJIAX

Hapexnoe orcnexuBaHue NIOIEH M MPEIMETOB BHYTPU IOMELICHUH SIBISIETCS aKTyaJbHOM 3amadei.
Hanpumep, HaGmioneHne 3a JIOABMH B OINACHBIX Cpelax, TAKUX KaK MOJ3EMHBIC TOHHEIH sl HOOBIYU
MOJIE3HBIX MCKOMAEeMBbIX, SBIAETCS KPUTHYECKUM JJIsI CHACeHHs YeNOBEYECKON JKM3HU. TexXHOoJorus
MPUOTU3UTENBHON OLIGHKU IIEHTPA PACIOJIOKEHHS, OCHOBAaHHBIM Ha TaOIMLIaX MOILIHOCTH IOJXY4YE€HHOTO
curana (RSS), mpemraraer Xopommo M3BeCTHOE M HEAOPOTOE PEIICHUE I OTCICKUBAHHUS B TOIOOHBIX
cpenax, I/ie HCIIOJNIb30BaHUE CHCTEM C ONTHYECKMMH, MarHUTHBIMH M YJIBTPa3BYKOBBIMH CEHCOpaMH
HeBO3MOkHO. Ho 3Hauenust RSS He MoryT obecneynTb TOUYHOTO OTCIEKHWBAHHSA, MOCKOJBKY MPOUCXOIUT
ocrmabnenne curHana. OObeAWHEHWE MaHHBIX RSS-0azupoBaHHOW JIOKaNMHM3alMd W WHEPIHOHHOMN
HaBuramonHoil cuctems! (INS ) moBbImaer To4HOCTH oOTciexkuBaHUSA. CoyeTaHue IOJITOBPEMEHHOMN
crabunpHOCTH RSS-0a3npoBaHHOM J0KanM3aluy U BBICOKOH KpaTKOCpo4HOW ToyHOCTH INS mpomcxoauT ¢
noMousto GuiabTpa Kambmana. Pe3ynbTaTbl 3KCIEpUMEHTAIBHBIX HCCIICAOBAHUN TPACKTOPUH TECTOBBIX
MapUIpyTOB MOATBEP)KIAI0T BO3MOXKHOCTh OTCIIC)KUBAHMS YEJIOBEKAa B MHOTOIIYTEBBIX CpeJaxX C HU3KUMHU
WHPPACTPYKTYPHBIMH 3aTpaTaMH.

Sebastian J.F. Fudickar, Bettina Schnor
AUTOMATED NETWORK PROTOCOL EVALUATION — THE POTSDAM WIRELESS TESTBED

The Potsdam Wireless Testbed supports validation and evaluation of Wi-Fi radio stacks and wireless
applications in environments with heterogeneous hardware. In contrast to simulators, wireless testbeds
support the network stack validation with specific radio chipsets and radio signal propagations. Furthermore,
wireless testbeds unburden programmers from manually updating software on nodes. Scheduled test-runs are
executed automatically for a defined duration including compilation and deployment of the protocols and
measurement scripts as well as collection of measurement results and log files. The testbed supports
heterogeneous processor architectures and radio chipsets via internal cross compilation. The developer can
overview the visualized results of its validation and therefore can focus on the code and the results. Next to
the support of several device and processor architectures, the Potsdam Wireless Testbed is intended to
support additional radio frequency ranges as well as mobile device.

Sebastian J.F. Fudickar, Bettina Schnor
ABTOMATU30BAHA OLIIHKA MEPEXEBUX ITPOTOKOJIIB — ITOTCJAAMCBHKUI
BE3IPOBIJIHMI1 BUTIPOBYBAJIbHUM CTEH/

[orcmamchkuii Ge3npoBigHUN BUNPOOYBaNBHUI CTEH]T MPOBOAUTH IMEpeBipKy Ta omiHky Wi-Fi pamio-
CTeKIB Ta OE3NpOBINHMX MNPHUKIAAHUX NOPOrpaM B CEPEAOBUINAX 3 PI3HOMAHITHHM amapaTHUM
3abesreyeHHsM. Ha BinmMiHy Bif CUMyJISTOpiB, O€3MPOBIMHI CTEHIM MiATPUMYIOThH MEPEBIPKY MEPEHKEeBUX
CTEKiB 3 BHUKOPHCTAHHSAM pPaJio—YilliB Ta MOIIMPEHHSAM panio-curHaidy. KpiM Toro, OGe3mpoBimHI CTEHIH
MOJIETIIYIOTh  pOOOTY TPOTPaMiCTiB, 3BUIBHAIOYM I1X BiJl HEOOXIJHOCTI OHOBIICHHS IPOTPAMHOTO
3a0e3MeUeHHs] y By3Jax BpYYHY. 3aljlaHOBaHI TECTOBI 3aBAaHTAXCHHS BUKOHYIOTbCS ABTOMATHYHO MJIS
TIEBHOTO TIEPiOy Yacy, KW BKIIOYAE€ KOMITUIAIIIO 1 BBEIEHHS B Iif0 MPOTOKOJIB Ta (halijliB BUMIPIOBaHb,
TaK caMo sIK i 30ip pe3yJbTaTiB BUMIpIOBaHHS Ta (ailiniB mporokomiB. TecTOBUH CTEHI MITpUMYE pi3HI
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apxiTeKTypH TMpolecopiB Ta HaOOpW pajio-MIiKpOCXEM 3a JOMOMOTOI0 30BHIIIHBOI KPOC-KOMMUIALII.
Po3poOHUK MOXKe HeperisiHyTH Bi3yalli30oBaHI pe3yJdbTaTH Ta IXHIO HEPEBIpKY, a OTXKE, 30CEPEAUTHCH Ha
MporpaMHOMY KOXi Ta pe3yibTaTax. Hamami, pa3oM 3 MIATPUMKOIO MEKUTBKOX apXiTEKTyp IMPHUCTPOIB Ta
nporecopiB, [lorcaamcekuii Oe3mpoBimHMI BUNPOOYBaIbHUE cTeH[ Oyle MiATPUMYBATH Jdiama3oHu
JNOAAaTKOBHX PafiouacToT, TaK caMo SIK i MOO1IBbHI IPUCTPO.

Sebastian J.F. Fudickar, Bettina Schnor
ABTOMATU3UPOBAHHA I OLIEHKA CETEBBIX [TPOTOKOJIOB — I[TIOTCJIAMCKUI
BECITPOBO/IHBII UCIIBITATEJIbHBIN CTEH/T

[MoTcmamckuii OECTIPOBOAHBIN HCHBITATEIBHBIA CTCHI MPOBOAUT MPOBEPKY M OleHKy Wi-Fi pamuo-
CTCKOB U OECIIPOBOHBIX MPUIOKCHHUN B CpeJax ¢ pa3dHyYHBIM anmnapaTHbIM oOecriedyeHreM. B oTiauuuu ot
CUMYJISITOPOB, OECIIPOBOIHBIE CTEH/IBI TIOIEPKUBAIOT MTPOBEPKY CETEBBIX CTEKOB C UCIIOIH30BAHUEM PaTUO-
YUTIOB W paclpocTpaHEHUEM paauo-curHama. KpoMe Toro, OecrnpoBOMHBIC CTEHABI O0JIETHAIOT padoTy
IPOrPaMMKCTOB, OCBOOOXKIasi UX OT HEOOXOAMMOCTH OOHOBJICHHS MPOTPAMMHOTO OOCCIICUCHHS B y3Jax
BpYYHYI0. 3allJIAaHUPOBAHHBIE TECTOBBIE 3arpy3KH BBINOIHIIOTCS ABTOMATHUYECKH [JIsl ONPEACICHHOTO
IeproAa BPEMEHH, KOTOPBIM BKIIOYAeT KOMIMIAIWIO W BBENEHUS B JICHCTBHE MPOTOKOJIOB M (hailioB
U3MEPCHMI, TaK e Kak U CcOOp pe3ylbTaTOB HM3MEPEHHN U (ailyioB MPOTOKOJIOB. TeCTOBBIH CTEHI
MOIJICPKUBACT PA3IMYHBIC APXUTEKTYPBI IPOIIECCOPOB ¥ HAOOPHI PaJIMO-MHKPOCXEM C TIOMOIIBIO BHEIIHEH
KpOCC-KOMIIIIAIUH. Pa3paboTunk MOXKET MPOCMOTPETh BU3yalIM3MPOBaHHBIC PE3YJIBTATHl H UX MPOBEPKY, a
3HAYUT, COCPEAOTOYUTHCA Ha KOAE WU pe3yibTaTax. B nanpHeiieM, Hapsay C MOIIEPKKOH HECKOIbKHUX
APXUTEKTYpP YCTPOWCTB M mpoleccopos, [loTcmaMckuii OecpOBOMHOW HWCHBITATEIBHBIA CTEHJ OyIeT
MIO/IJIEPKUBATh TUAITA30HKI IOTIOIHUTENBHBIX PaIuo4YacToT, TaK ’Ke Kak 1 MOOWIIbHBIE YCTPOICTBA.

Syuzanna Hakobyan, Jan-Philipp Kohlbrecher, Johannes Pickert, Uwe Grossmann
PROVIDING HOUSEHOLD CUSTOMERS WITH SMART METERING DATA ON MOBILE DEVICES
One option for reducing carbon dioxide emissions is the future use of renewable instead of fossil
resources. A consistent prerequisite is the optimization of household customers' energy consumption
behavior. The suitable visualization of energy data, corresponding costs and tariff information on mobile
devices is essential to achieve this goal. Energy data are acquired by a smart meter and transferred over
wireless networks to a mobile device to provide the customer with relevant information about his current
energy usage. The household customer is hence enabled to manage his energy consumption, to hold the
optimal load and meet the optimum price. Suitable typs of visualization, specific for different tariffs, are
identified and presented together with necessary technologies and methods for communication and data
access and delivery.

Syuzanna Hakobyan, Jan-Philipp Kohlbrecher, Johannes Pickert, Uwe Grossmann
3ABE3IEYEHHA ITOBYTOBUX KOPUCTYBAUIB IHTEJIEKTYAJIbBHUMU BUMIPIOBAYAMU
JAHUX HA MOBUIBHUX MTPUCTPOSAX

OpHUM 3 BapiaHTIB CKOPOUEHHsI BUKH/IIB BYTJIEKHCIIOTO a3y € BUKOPUCTAHHS BiJHOBIIOBAILHUX JKEpPE
eHeprii 3aMiCTh KOPUCHHUX KONaJMH. BomHouac, IHIIUI MOMXIJIMBUW BapiaHT - I ONTUMI3allis CIIOKUBAHHS
eHeprii MmoOyTOBUMHU KopHcTyBadyamu. HeoOXimHUMH yMOBaMu JUIS JOCSTHEHHS M€l METH € 3pydHa
Bi3yasmizallisi €HepreTHUHUX ITOKa3HUKIB, BIMMOBIAHOI BapTocTi Ta TapudHOoi iHbOpMamii Ha MOOITFHOMY
npuctpoi. EHepreTHyHi MOKa3HUKU OTPHUMYIOTBCS IHTENEKTYaJILHUM JIIYMIBHAKOM 1 TepelaloThcs depes
0e3MpOoBiIHY MepexXy Ha MOOUTBHIM MPHUCTPid, MO0 MOBIIOMHUTH KOPHUCTyBada IMPO MOTOYHI BUTPATH
enekTpoeHeprii. OTxke, MOOYTOBUN KIIIEHT OTPUMYE MOXKIIMBICTH KEpyBaTH CIIOKMBAHHSAM €HEprii, 100
OTpPHMAaTH ONTHMAJIbHE HABAHTAKEHHS 32 MPUHHATHOIO IIHOIO0. Y CTaTTi BU3HAYCHI Ta MPEACTaBICH] 3py4Hi
TUNH Bizyamizamii 1 pisHHX Tapu(iB, a TaKoK HEOOXiIHI TEXHOJOTI Ta METOIW 3B’SI3KYy, AOCTaBKH Ta
JOCTYMY J0 TaHHX.

Syuzanna Hakobyan, Jan-Philipp Kohlbrecher, Johannes Pickert, Uwe Grossmann
OBECITEYEHHME BBITOBbBIX I10JIb30BATEJIEM MHTEJJIEKTY AJIbHBIMU U3MEPUTEJISIMUA
JIAHHBIX HA MOBUJIbHBIX YCTPOMCTBAX

OgHMM W3 BapUAHTOB COKpAIICHHS BLIOPOCOB YIJIGKUCIOTO Ta3a SBISICTCS  HCIIOJIb30BaHUC
BO300HOBJISIEMBIX HICTOYHHKOB SHEPTUH BMECTO MOJIE3HBIX HCKOMAeMbIX. BMecTe ¢ TeM, Apyroil BO3MOKHbBIH
BapHaHT - JTO ONTUMH3ALMUS MOTPEOJICHUsT JHEPTrUM OBITOBBIMH TOJb30BaTeNssMHU. HeoOxoauMbIiMu
YCIOBUAMHU JIsI JOCTUKCHUA 9TOH OCJIN ABIISACTCA YZ[OGHaSI BU3yaIM3allid SHEPreTUYCCKUX HOKa3aTeHeﬁ,
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COOTBETCTBYIOIIEH CTOMMOCTH M TapU(PHOH MHPOPMALUK HA MOOMIBHOM yCTpOHCTBE. MHTENIeKTyaabHbIH
CUETUYHUK TOJIy4YaeT MOKa3aTely YHEPrornoTpetseHus U nepenaeT yepe3 OeCpoBOAHYIO CeTh Ha MOOMIBHOE
YCTPOHCTBO, YTOOBI YBEJOMHUTH IIOJIB30BATEN O TEKYLIMX pPacxolax 3JIeKTpo’Hepruu. Mrak, ObITOBOI
KIMEHT II0JIy9aeT BO3MOXHOCTH YIPABISATh IMOTPEOJIEHHEM SHEPTruH, YTOOBI IMONYYHTh ONTHMAJIbHYIO
Harpys3Ky Mo mmpuemyieMol LeHe. B craTbe onpeaeneHsl U NpeacTaBiIeHbl YA0OHbBIE TUIIBI BU3yalH3aluy s
pa3nIn4HbIX Tapu(OB, a TAKKE HEOOXOIUMbIE TEXHOJIOTHH ¥ METOABI CBSA3H, IOCTABKU U JOCTYIA K JAHHBIM.

Stephan Bergemann, Eileen Kuehn, Jens Reinhardt, Jiirgen Sieck
RFID BASED APPLICATIONS IN CULTURE, MEDIA AND CREATIVE INDUSTRIES

This article presents two different approaches to visualise information from culture, media and creative
industries by using RFID based tracking and identification. Besides the required RFID backend, the paper
also introduces the information system built on top of the backend. The first approach is based on passive
RFID whereas the second uses active RFID. In particular, the differences in the processing of system events,
delivery of needed information and the implemented infrastructure will be discussed and evaluated.

Stephan Bergemann, Eileen Kuehn, Jens Reinhardt, Jiirgen Sieck
3ACTOCYBAHHS RFID-TEXHOJIOI'TI V KVJIbTYPHIU CPEPI, 3ACOBAX MACOBOI
IHOOPMALIIL TA TBOPYI IHIYCTPIi

VY wmiif cTaTTi pO3MIIAHYTO NIBa Pi3HUX MIAXOAM A0 Bizyamizamii iHdopmanii B KynbTypHid chepi, 3MI ta
TBOpuill iHAycTpii 3 BukopuctaHHsM RFID (Radio Frequency IDentification) — BimciinkoByBaHHsS Ta
inerTudikamii. Y crarti npencrasieHi BHyTpimHi iHnTepdeiicu RFID, a takox iHpopmariitHa cucrema Ha
iXHiIi OCHOBI. Y mepioMy mociipkeHHI BukopucTaHi macuBHiI RFID, y apyromy — akTuBHI. 30KpeMa, B
CTaTTi OOrOBOPIOIOTHCS Ta OIHIOIOTHCS BIAMIHHOCTI y OOpOOIl CHCTEMHHUX IOJiH, JOCTaBIl MOTPIOHOT
iH(opMarii Ta peanizoBaHa iHppacTpyKTypa.

Stephan Bergemann, Eileen Kuehn, Jens Reinhardt, Jiirgen Sieck
[IPUMEHEHME RFID-TEXHOJIOT'Mi1 B KVJIbTYPHOU CPEPE, CPEJJCTBAX MACCOBOM
MHOOPMAILIMU U TBOPYECKOM UHYCTPUU

B oToli cTaThe paccMOTpPEeHBI 1B Pa3iMYHBIX IOJIXO/a K BH3yallU3allMd WHQOPMAalMH B KYJIBTypHOH
chepe, CMU u TBOpueckol uHAycTpuu ¢ ucnoib3zoBanueM RFID (Radio Frequency IDentification) -
OTCJIC)KMBaHUE M HIeHTH(UKanuu. B craTtee mpesncraBneHsl BHyTpeHHHe uHTepdeiickt RFID, a Ttakke
nH(pOpMAITMOHHAsI CHCTEMAa Ha WX OCHOBE. B mepBOM HCCIeNOBaHWM HCIOIL30BaHbEI maccuBHBIE RFID, BO
BTOPOM - aKkTHBHBIE. B uacTHOCTH, B cTaTbe OOCYXIAIOTCA W OLICHUBAIOTCA pa3Iuyuusl B 00paboTKe
CUCTEMHBIX COOBITHI, TOCTABKE HYKHOW WH(GOPMAIUK U peaTn30BaHa HHPPACTPYKTypa.

Alexander S. Galov, Alex P. Moschevikin, Alexei V. Soloviev
REDUCING RADIO BANDWIDTH LOAD IN NANOLOC-BASED WIRELESS NETWORKS
THROUGH SELECTING APPROPRIATE SUBSET OF BASE STATIONS FOR RANGING

In wireless sensor networks based on nanoLOC™ standard and using server-centric control, the overall
performance of radio segment and location accuracy depends amongst other on the efficiency of the location
engine. The efficiency may be increased by selecting an appropriate subset of base stations for ranging. This
paper describes the experiments dealing with this problem, and discusses the ways of saving radio
bandwidth.

Onexcanodp I'anos, Onexciit Mowiegikin, Onexciii Conogiios
3MEHUIEHHS HABAHTAKEHHS HA CMVYTY TITPOITYCKAHHSA PAAIOYACTOT ¥V
BE3MPOBIJJHNX MEPEXXAX HA OCHOBI NANOLOC, ILUIAXOM BUBOPY IMIAMHOXWHNU
BA30BUX CTAHLIN JUII PAHXYBAHHS

YV Ge3HpOBIIHMX CEHCOPHHX Mepekax, IO 0a3yloThes Ha cranmapti nanoLOC™ i BHKOpHCTOBYIOTH
yIOpaBIliHHS 3 IIEHTPAIBHOTO CEPBEPY, 3arajibHa NPOAYKTUBHICTH PaJio-CETMEHTY Ta TOYHICTh Micle
pO3TallyBaHHS 3aJICKUTh, CEpel 1HIIOTO, BiJ epEeKTUBHOCTI MOIIYKOBOI miacucTeMu. EdexkTuBHicTh MOXe
OyTH TiBHIEHA 32 paXyHOK BUOOPY BiATOBITHOTO HA0OPY 0a30BUX CTaHIIN /U pamkupyBaHHs. Lls craTTs
OMKCYE EKCIIEPUMEHTH, IOB’sA3aHi 3 JaHOK IMPOOJIEMOID Ta MOXKJIHMBI CIOCOOM EKOHOMIi MPOIYCKHOT
3JaTHOCTI.
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Anexcandp I'anos, Anexceii Mowiesuxun, Anexceii Conoeves
YMEHBUIEHUE HAT'PY3KU HA TTOJIOCY ITPOITYCKAHUA PAJJUOYACTOT B BECITPOBOJHBIX
CETSIX HA OCHOBE NANOLOC, ITYTEM BBIEOPA TTOJIMHOXXECTBA BA30BbIX CTAHI{MI1
JJIA PAHXWNPOBAHUA

B 6ecnpoBOIHBIX CEHCOPHBIX CETAX, OCHOBAHHBIX Ha cTaHmapre nanoLOC'™ u HCHONB3yIOmumX
yOpaBJICHUE C LEHTPAJbHOIO cepBepa, oO0Imas IPOM3BOIUTEIBHOCTh PAJUO-CETMEHTa M TOYHOCTh
MECTOIIOJIOKEHHS 3aBUCHUT, KPOME BCEro, OT IPQPEKTUBHOCTH MOUCKOBOH MOACHUCTEMBL. DPPEKTUBHOCTH
MOJKET OBITh MOBBIIIIEHA 33 CYET BEIOOpA COOTBETCTBYIOIIETO HA0Opa 0a30BBIX CTAHLUM ISl pAHKUPOBAHUSI.
OTta cTaThsl ONMCHIBAET 3KCIIEPUMEHTHI, CB3aHHbBIC C JaHHOM MPOOJIeMOil 1 BO3MOKHBIE CIIOCOOBI SKOHOMHUH
MIPOIYCKHOM CTIIOCOOHOCTH.

Axel Sikora, Nathan Braun, Steffen Jaeckel, Daniel Jaeckle
GATEWAY ARCHITECTURES FOR HOME CARE APPLICATIONS USING WIRELESS SENSOR
NETWORKS

Home Care Applications and Ambient Assisted Living become increasingly attractive. This is caused as
well by market pull, as the number of elderly people grows monotonously in highly-developed countries, as
well as by technology push, as technological advances and attractive products pave the way to economically
advantageous offerings. However, a significant number of challenges remain for real-life applications. Those
include the lack of sufficiently standardized and interoperable solutions and thus, the necessity of gateways
for integrated solutions, restrictions of the energy budgets, and scalability of solutions with regard to cost and
network size.

This paper presents the experience from the inCASA project (Integrated Network for Completely
Assisted Senior Citizen’s Autonomy), where architectures for heterogeneous physical and logical
communication flow are examined.

Axel Sikora, Nathan Braun, Steffen Jaeckel, Daniel Jaeckle
APXITEKTYPA MDKMEPEXEBOI'O HUIFO3Y JULA ITPUKJIAJITHUX CUCTEM JJOMAIIHBOI'O
J0TJIA Y 3 BUKOPUCTAHHAM BE3MMPOBIJJHNX CEHCOPHUX MEPEX

[lpuknamHi cuCTEeMH NOMAIIHBOTO AOTJSNY Ta MPOXKHMBAaHHS 3 JOTJSAOM HaOyBarOTh Bce OUIBIIOT
oy isipHOCTI. Lle 3yMOBIIeHO SIK TPUBAOIMBICTIO PHHKY, OCKUTBKH KITBKICTH JIITHIX JIFOJEH Y PO3BHHYTHX
KpaiHaX MOCTIHO 3pOCTa€, Tak i TEXHOJOTIYHUM IOMITOBXOM, TOMY IIO TEXHIYHHH Tporpec i mpuBabimBi
pIlIEHHS CHOPUSIOTH MOSBI €KOHOMIYHO BHTIAHUX Mpomo3uiii. OpHak, A peaJbHHUX 3aCTOCYBaHb iCHYE
BEJIMKA KIJIbKICTh CKJIaJHMX 3a1ady. BOHM BKIIOYAIOTh HENOCTAaTHIO CTaHAApTH3alLil0 pIlleHb, a TaKOX,
00MeKeHy MOXKIIMBICTH B3aEMOJIIT 3 IHIMUMH MEPEKaMH, a OT)Ke, HEOOXITHICTh MIKMEPEIKEBUX MITIO31B IS
IHTETPOBAaHUX pillleHb, OOMEXEHHSI €HePreTHYHOro OanaHcy, MaciiTabOBaHICTh PillleHb, B 3aJI€KHOCTI Bix
BapTOCTi Ta PO3MipiB Mepexi.

YV mi# crarTi npencrasieHi pe3yabraté mpoekty inCASA (IaTerpoBanHa mepexka IJii aBTOHOMHOCTI
JITHIX TPOMaZIsH, IO TMOTPeOYIOTh TOCTIHHOTO JOTISAY), 30KpeMa, PO3TISHYTI apXiTeKTypH st
reTeporeHHuX (Pi3MYHMX i JTOTIYHMX iH(OPMALIHHUX MOTOKIB.

Axel Sikora, Nathan Braun, Steffen Jaeckel, Daniel Jaeckle
APXUTEKTYPA MEXCETEBOI'O LLUTFO3A JJIA TTPUKIIA AHBIX CUCTEM JJIOMAIIIHET'O
YXOJIA C UCIIOJIb30BAHUEM BECIIPOBOJIHBIX CEHCOPHbIX CETEM

[IpuknamHple CUCTEMBI JOMAIIHETO YXOAa M MPOXKHBAHHE C YXOJOM INPHOOPETAIOT BCE OOJNBIIYIO
MOMYJISIPHOCTE. DTO 00YCIIOBICHO KaK MPUBJICKATENbHOCTBIO PHIHKA, IIOCKOJIBKY YHCIIO MOKHIIBIX JIIOAEH B
PasBUTHIX CTpaHaxX IOCTOSHHO pPacTeT, TaK W TEXHOJOTHMYECKHMM TONYKOM, MOTOMY YTO TEXHUYECKUH
IIpOrpecC M TPHUBICKATEIbHBIE PEIICHUs CIOCOOCTBYIOT IIOSBICHHUIO OSKOHOMMYECKH BBITOAHBIX
npeiokeHnit. OHAaKo AN peasbHBIX TPHJIOKEHUH CyIIeCTBYeT MHOXKECTBO CIOXHBIX 3amad. OHH
BKJIIOYAIOT HEJOCTAaTOYHYIO CTAHJApTU3aLMI0 peIIeHWH, a TakkKe OrpaHUYeHHYI0 BO3MOXKHOCTh
B3aMMOJEHUCTBUSL C JPYIMMH CETSIMH, a CJICIOBATENbHO, HEOOXOAMMOCTh MEXKCETEBBIX IIIIF030B MJIS
WHTETPUPOBAHHBIX PELICHUH, OTpaHWYCHHs DHEPreTHYecKoro OanaHca, MacIITaOMPyeMOCTh PEIICHHH, B
3aBHCHMOCTH OT CTOMMOCTH U pa3MEpOB CETH.

B aroii cratse npencraBneHs! pe3ynpTathl npoekTa inCASA (MHTerpupoBaHHas ceTh Ui aBTOHOMHOCTH
MOXHWIBIX TPakAaH, TPeOYIOIIMX IIOCTOSIHHOTO YXOZAa), B YaCTHOCTH, PAaCCMOTPEHBI apXUTEKTYypPbl IS
reTEPOreHHBIX (PU3NUECKUX U JOTMIECKUX WHPOPMAITMOHHBIX TOTOKOB.
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Mircea Ionel Strutu, Dan Popescu
INDOOR MONITORING APPLICATIONS USING FIXED AND MOBILE WIRELESS SENSORS

This paper proposes the idea of a wireless sensor network with applicability in monitoring systems. The
goal of the project is to build a monitoring system capable of data gathering which can benefit from both
characteristics of fixed and mobile nodes. To become flexible, the mobile node has a modular structure with
four levels. The flexibility offered by the mobile nodes increases the performance of the entire data
acquisition system. These act as autonomous devices that cooperatively monitor physical or environmental
conditions. In order to implement the data acquisition and communication functions, the solution we agreed
on has been to use the MTS400 sensor board. Mobile nodes communicate to a central node individual data
and statistical indicators over a period. The proposed energy-aware architecture was tested and validated in
an indoor experiment.

Mircea Ionel Strutu, Dan Popescu
MOHITOPUHTI ITPUMIIIEHBb 3 BUKOPUCTAHHAM HEPYXOMUX TA MOBIJIbBHUX
BE3MPOBIJJHUX CEHCOPIB

VY miff cTaTTi 3ampoIOHOBAHO i/Ief0 OE3MPOBIAHOI CEHCOPHOI MEpEeki, Ky MOXHA BHKOPHCTOBYBATH Yy
cHCTeMax MOHITOpUHTY. MeTa poeKTy — CTBOPEHHSI CCTEMH MOHITOPHHTY, IO 3/IaTHA 30MpaT JaHi sK Bij
HEPYXOMHUX, TaK 1 Big MOOUTbHHMX By3miB. [y 3a0e3leueHHs aganTUBHOCTI MOOUIBHHH BY30J1 Mae
YOTHPHUPIBHEBY MOIYJIBHY CTPYKTYpPY. [ HyuKicTh MOOUTBHHX BY3JIiB 30UTBITY€E e(DEKTHUBHICTH CHCTEMH 300py
JaHUX B [IOMY. BOHM mpamioloTs K aBTOHOMHI HPUCTPOI, IO CHUILHO KOHTPOIIOIOTH (i3W4HI MapaMeTpu
a00 xapakTepucTHKH cepenoBuiia. [yis peamnizauii 300py JaHUX Ta KOMYHIKaIifHUX (YHKLIH BUKOPUCTAHO
OesnpoBigauid ceHcopHuit By301 MTS400. MoOineHI By3dM mepenarTh [0 I[EHTPAIBHOTO By3la
TIepCOHANIbHI JIaHI Ta CTAaTHCTUYHI TTOKA3HWKW 3a TIEBHHWM IepiojA. 3ampolloHOBaHA €Hepro-e(heKTHBHA
apxiTekTypa Oyja mpoTecToBaHa Ta MepeBipeHa Ha JIOCTOBIPHICTh Y PUMIIIICHHI.

Mircea Ionel Strutu, Dan Popescu
MOHUTOPUHI" [TIOMEIEHUI C WICITOJIb30BAHUEM HEIOJIBUXXHBIX M MOBUJIbHBIX
BECITPOBOIHBIX CEHCOPOB

B »T0l crathe mpemiokeHa uaes OSCIPOBOMHON CEHCOPHOM CETH, KOTOPYI0 MOYKHO HCIIOIH30BaTh B
cucTeMax MOHUTOpHHTa. Llens mpoekTa - co3gaHrne CUCTeMbl MOHMTOPHHTA, CIIOCOOHOW coOMpaTh JaHHbBIE
KaK OT HENOJBIDKHBIX, TAK M OT MOOWJIBHBIX y310B. [l oOecredeHus] aJanTUBHOCTH MOOWJIBHBINA y3el
HMEET 4YETHIPEXYPOBHEBYIO MOAYJIBHYIO CTPYKTYpy. [HMOKOCTb MOOWIIBHBIX Y3JIOB YBEJIHYHBACT
3(PEeKTUBHOCTH CHCTEMBI cOOpa TaHHBIX B IeoM. OHH paboTal0T Kak aBTOHOMHBIC YCTPOMCTBA, COBMECTHO
KOHTPOJMPYIOT (pU3HYECKHE MapaMeTphl WM XapaKTEepUCTHKU cpeabl. s peanmzaumu cOopa AaHHBIX U
KOMMYHHKAIIMOHHBIX (DYHKIMI MCIOIB30BaH OecTipoBOIHBIN ceHCOopHBIH y3en MTS400. MoOunbHbIE Y3761
MEPeAA0T K LEHTPAIBHOMY y3JIy NI€PCOHAIbHBIC NaHHBIE U CTATHCTHYECKHE MOKA3aTeNN 3a ONPEAEICHHBII
nepuoj. I[lpennoxkeHHass SHepro-3GQPeKTHBHAS apXUTEKTypa ObUIa TPOTECTHPOBAHA M MpOBEpeHa Ha
JIOCTOBEPHOCTDH B IOMEIICHHH.

Vasyl Yatskiv, Su Jun, Nataliya Yatskiv, Anatoly Sachenko
NONLINEAR DATA CODING IN WIRELESS SENSOR NETWORKS

A proposed nonlinear method of sensors data coding allows to increase the useful capacity of the data
transmission protocols for Wireless Sensor Networks in 3 - 5 times by the integration of sensors data with
different digits capacity and reducing the transmissions number.

Bacunw Auxies, Cy /[310n6, Hamania Aykie, Anamonin Cauenxo
HEJIIHIMHE KOJYBAHHS JIAHUX B BE3IPOBIJJHMNX CEHCOPHUX MEPEXAX

3anpornoHOBaHUN HENIHIWHUN METOJ] KOJYBaHHS JaHUX CCEHCOPIB J03BOJISIE 30UIBIIMTH KOPHCHY
MIPOITYCKHY 3/IaTHICTh MPOTOKOJIIB Iepeiadi JaHuX Oe3MpOBITHUX CEHCOPHUX MEpeX B 3-5 pasiB 3a paxyHOK
00’ eTHAHHS TaHUX CEHCOPIB 3 PiI3HOIO PO3PSIIHICTIO i CKOPOYCHHS KiTBKOCTI Iepead.

Bacunun Ayxue, Cy /I310n6, Hamanusn Auxue, Anamonuii Cauenko

HEJIMHEMHOE KOANPOBAHUE JAHHBIX B BECITPOBO/IHbIX CEHCOPHBIX CETAX
Ilpenno>xeHHbI HEIUHEWHBIH METOJl KOAMPOBAHUS JAHHBIX CEHCOPOB MO3BOJISET YBEJIMUUTH MOJIE3HYIO

MIPOITYCKHYIO0 CIIOCOOHOCTh MPOTOKOJIOB IEepeladyr JaHHBIX OeCTIPOBOIHBIX CEHCOPHBIX ceTeil B 3-5 pa3 3a

cYeT 00bEeIMHEHUS JaHHBIX CEHCOPOB C Pa3IMIHON Pa3psAaHOCTHIO M COKpAICHUE KOJIMYECTRA Tepeiad.
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HaykoBi cTaTTi TOBHHHI MaTH Taki HEOOXiHI €JIeMEHTH:

[OCTaHOBKA MPOOJIEMH Y 3arajIbHOMY BHIJISII Ta ii 3B'I30K i3 BAYKJIMBIMH HAYKOBHMH YH IIPAKTHIHUMHI
3aBIAHHSMY,;

aHaJIi3 OCTAaHHIX JOCIiKEHb 1 MyOTiKaIliii, B SKUX 3aII09aTKOBAHO PO3B'sI3aHHA JaHOI MPOOJIeMH 1 Ha Ki
CIHMPAETHCS aBTOP, BUALIEHHS HEBUPILIEHNX paHillle YaCTHH 3arajibHOT TPOo0IeMH, KOTPUM MPHUCBSIIY€ETHCS
O3HAYCHA CTATTS;

(dbopMmyroBaHHS ITiJIel CTAaTTi (MOCTAHOBKA 3aBJaHH);

BUKJIa]l OCHOBHOTO MaTepially JOCIiKEHHS 3 IIOBHUM OOIPYHTYBAaHHAM OTPUMAHUX HAYKOBUX PE3YJIbTATIB;
BUCHOBKH 3 JIAHOTO JOCII/UKEHHS | IEPCIIEKTUBY MOAANBIINX PO3BIIOK y JIAHOMY HAIIPSIMKY.
Buxopucrosyiite A4 (210 x 297 mm) ¢dopMaT cTOpiHKU. 3arajJbHUNA PO3Mip CTaTTi Ma€ MiCTUTH 6-8
CTOPIHOK.

Bukopucroyiite ABOKOJIOHKOBE (POPMATYBaHHS OCHOBHOTO TEKCTY;

CraTTs moBUHHa OOOB'A3KOBO MICTHUTH OCHOBHHUH TEKCT YKpPaiHCHKOIO MOBOIO, aHOTAlil0 (HAmMCaHy Ha
AHTTIHCHKIHM 1 YKpaiHCBKiM MOBax) 1 CIIMCOK KIIFOYOBHX CIiB;

B kiHIIi CTaTTi PO3MICTITh CITUCOK JIiTepaTypH. PO3MIlIyiTe CIIHCOK JIITEpaTypH B MOPSIKY il MUTYBaHHS.
HeoOxinHoto € iHpopMalig mpo HAyKOBi 3BaHHS, TUTYJIM Ta MOCAIH aBTOPIB.

Texcr noBuHEH OyTH HaOpaHUM OAWHAPHHUM IHTEPBAJIOM i3 BUKOpHCTaHHAM mpudTy Times New Roman
(11 points, regular).

dopMynH MOBUHHI BIIIUIATHCH BiJi OCHOBHOTO TEKCTY IMYyCTUMH CTPIiYKaMH a TaKOXX MPOHYMEpOBaHi y
KPYIJIHX JTyXKax Ta BiALICHTPOBaHi MO IPaBOMY Kparo.

Tabuili 1 pUCyHKH TOBHHHI OyTH MPOHYMEPOBAHWMHU. 3ar0JIOBKH PUCYHKIB PO3MIIIYIOTH ITiJ] PUCYHKOM
IO IIEHTPY. 3aroJOBKH TA0JIHUIh PO3MIIYIOTH MO IIEHTPY 3BEPXY TaOJIHIII.

3aBepieHi Bepcii craTeil moBuHHI OyTH HagicnaHUMU B enekTpoHHOMY MS Word'97 a6o MS Word 2000
(dhopmarti 3a agpecoro computing@computingonline.net.

[Ipocumo HamCHIATH MOIITOIO PO3APYKOBAHI KOTIII cTaTei.

B kiHIi KOXHOI cTaTTi MOTPiIOHO MojAaTH ii Ha3By, pe3toMe (aOCTpakT) 1 KJIIOYOBI CIOBA aHTIIHCHKOIO
MOBOIO.

[Ipocumo HaacumaTy HaM KOpoTKi Giorpadiuni nani (o 20 psaakiB) 1 ckaHoBaHi GoTorpadii KOXKHOTO i3
aBTOPIB.

BunaBHUITBO 37iliCHIOE OcTaTOYHE (hOpMATyBaHHS TEKCTY 3TiJHO 13 BUMOTaMH JPYKY.

VY 3aKOpIOHHUX YUTAYiB MOXYTh BUHUKHYTH MPOOJIEMH TPH 03HAHOMIICHHI 3 MpaIsiMA Ha POCIHCHKIN Ta
YKpaiHCBKi MOBax. B 3BI3Ky 3 MM penakiiiiiHa KOJeris MPOCHTh aBTOPIB IOAATKOBO HPHUCIATH
posmmpeHuii pedepar (pesrome), moO O MICTHIO JBI CTOPIHKA TEKCTY AaHTIIIHCHKOIO MOBOIO, 1
CYIIPOBOKYBAJIOCH 3arOJIOBKOM, MPI3BHINAMH Ta aJgpecaMH aBTOpiB. ABTOpaM pEKOMEHIYETHCS
BUKOPUCTOBYBaTH y PHCYHKaX CTaTTi IO3HAYCHHS IICPEBAXKHO AaHIIIHCHKOIO MOBOIO, abo0 maBatd
nepexnag y Ayxkax. Tolli y po3IIMPEeHOMY pe3loMe MOXHA Oy/e MOCHIATHCS Ha PUCYHKH Y OCHOBHOMY
TEKCTI.

Temaruka )KypHay:

ANTOPUTMH Ta CTPYKTYPH AaHUX
Bio-indopmaTrka

KnactepHi Ta napanenbpHi 004nCIeHHs, IPOrpaMHi 3aco0M Ta cepeloBHUILE
OG6uucIroBaNbHUHN IHTEIEKT

Komm’roTepre Ta imiTariitne MOAeIIOBaHHS
KiGepHeTnuHa Ge3mneka Ta 3aXHCT Bill TEPOPUMY
OOMiH JTaHUMH Ta OpraHi3arLis Mepex
Buno0OyBanHs naHux, 6a3u 3HAHb Ta OHTOJOTIT
Iudposa 06pobka cUrHaiB

Po3nopineni cucremMu Ta JUCTaHIIHHE YIpaBIiHHSL
OcgiTa B KOMI FOTHHTY

BucokonpoaykTusti obuucierns ta I P1J]
O6po6ka 300paskeHb Ta po3Mi3HaBaHHsI [1a0JIO0HIB
[HTenexTyanbHi poOOTOTEXHIUHI CHCTEMU
Inrepuer peueit

CrangapTr3aiis KOMI IOTEPHUX CUCTEM
BesnpoginHi cuctemu
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OcHoBHEbIEe TpeOOBaHMS K MMOAa4Ye U OPOPMIICHUIO MyOIMKANK HayqHOTO XypHaia “KoMmbroTHHT:

Bbe3ycaoBHOE TpeOOBaHHE — UYTOOLI CTATHS He ObLIA ONYOJHMKOBAHA paHee!

(M)

(i1)
(iii)
(iv)
(v)

(vi)
(vii)

(viii)
(ix)
(x)

(x1)
(xii)

(xiii)
(xiv)

(xv)

Hayunbie cTaThy JOIDKHBI IMETH TaKHE HEOOXOIUMBIE JIEMEHTHI:

[OCTaHOBKA MPOOJIEMBI B OOIIEM BH/IE U €€ CBSI3b C BAYKHBIMH HAaYYHBIMH HJIM IPAKTHYCCKUMU 331a4aMH;
aHaJIM3 MOCIICIHUX UCCICIOBAHUH 1 ITyOIMKaLKii, B KOTOPBIX HAYaThl PEILICHHS JAHHON NPOOIeMBI U Ha
KOTOPBIE OIMPAETCS ABTOP, BBIACICHHE HEPEIICHHBIX IPEX/Ie YacTell 00mIeil mpobieMbl, KOTOPBIM
MOCBSAIIAETCS 0003HAYCHHAS CTAThS;

(dopmypoBaHue 11ej1el cTaThu (IIOCTAaHOBKA 32/1a4a);

W3JI0KEHHE OCHOBHOTO MaTepHalia HCCIICI0BAHMUS C MOJHBIM 000CHOBaHHEM MOJyYCHHBIX HAyYHBIX
pE3yIbTATOB;

BBIBOJIbI U3 TAHHOTO MCCIICOBAHUSI U MEPCIICKTUBBI JaTbHEHIINX U3bICKAHUN B JAHHOM HAIPABJICHUH.
Ucnons3yiite A4 (210 x 297 mm) popmat crpanuubl. OOl pa3mep cTaTbu 6-8 CTpaHULL.

HcnonpayiiTe TByXKOIOHOYHOE (POPMATHPOBAHIE OCHOBHOTO TEKCTA;

Cratbsl JOIDKHA 0053aTENBFHO COEeP)KaTh OCHOBHOH TEKCT Ha PycckoM s3bIKe, aHHOTANUIO (HATUCAHHYIO
Ha AHMIHKACKOM U PycckoM si3pIKax) U CIIMCOK KITFOUEBBIX CJIOB;

B KkoHIle cTaThu pa3MecTHTE CHHCOK JIMTEpaTyphl. PazMmeriaiiTe CIUCOK JTUTEpATyphl B IMOPAIKE €€
OUTHPOBAHMS.

HeoOxoanma uH(popManus o HayuHbIX 3BaHUAX, TUTYJIAX U JOJDKHOCTAX aBTOPOB.

Texker pomwkeH OBITH HAOpaHHBIM ONMHAPHBIM HHTEPBAJIOM C HCIONb30BaHHEM mipudra Times New
Roman (11 points, regular).

DopMyIIBI OIKHEL OTIEISATHCS OT OCHOBHOTO TEKCTA ITyCTHIMHU CTPOKAMH, a TaKKe IPOHYMEPOBAHHBIC B
KPYTJIBIX CKOOKaX M OTLIEHTPOBAHHBIC 10 ITPABOMY Kparo.

TaOmumpl ¥ PUCYHKH MOIDKHBI OBITH IPOHYMEPOBAHHBIMH. 3arojlOBKM PHUCYHKOB pPa3MEIIAIOT IO
PHUCYHKOM I10 HEHTPY. 3ar0JI0BKU TAOJIHIl pa3MEIIAIOT MO ICHTPY CBEPXY TAOJIHIIEL.

3aBeplleHHbBIE BEPCUU CTaTeil MOMKHBI OBITH MpPHUCHaHBl B 3yeKTpoHHOM MS Word'97 unu MS Word
2000 dopmate o aapecy computing@computingonline.net.

[Ipocum mpucHIIaTh pacriedaTaHHbIe KOMMUH CTaTeH Mo modre.

B xoHle KaxxAoW cTaTbu HEOOXOAMMO MPEJOCTaBUTh €e Ha3BaHHE, pe3ioMe (aOCTpakT) M KIHOUeBbIE
CJIOBA Ha QHTJIMHCKOM SI3BIKE.

[IpocuM mpuCEUIaTE HAM KOpPOTKHE Oworpaduueckne naHHble (Ho0 20 cTpouek) W CKaHHPOBAHHEIC
(hoTorpaduu Kaxk10ro U3 aBTOPOB.

N3naTensCTBO OCYIIECTBISIET OKOHYATEIbHOE (hOpMATHPOBAHUE TEKCTa B COOTBETCTBHH C TPEOOBAHUSIMU
MICYaTH.

VY 3apy0eHBIX YUTATENCH MOTYT BO3HHKHYTH IPOOJIEMBI IIPH O3HAKOMJICHHH C TPYAaMH Ha PYCCKOM U
YKPaWHCKOM sI3bIKax. B CBSI3M ¢ 3THM pENaKIMOHHAS KOJUIETHS TPOCUT aBTOPOB JOTIOJTHUTEIBHO
MpHclaTh paclUpeHHbId pedepar (pe3toMe), KOTOpBIA cojepxal OBl JIBe CTpaHUIBl TEKCTa Ha
AQHTJIAHACKOM SI3BIKE, M COIPOBOXKIAJNCS 3arojoBKOM, (aMIIMAMH H agpecaMd aBTOPOB. ABTOpaM
PEKOMEHyeTCsl MCIIONB30BaTh B PUCYHKaX CTaTbd O0O3HAUEHHs MPEUMYIIECTBEHHO HA AHTIHICKOM
SI3BIKE, WIN JaBaTh IEPEeBOX B CKOoOKaxX. Torga B pacmIMpeHHOM pe3foMe MOXHO OyJeT MOCHIIaThCS Ha
PHUCYHKH B OCHOBHOM TEKCTE.

TemaTuka xypHana:

AJITOPUTMBI U CTPYKTYPBI JaHHBIX

Buo-undopmaruka

KnacTephsle u napasienbHble BEIYUCIEHNUS, IPOrPAMMHBIE CPEACTBA U CPEJIBI
BoruncnuTenbHblil MHTEIEKT

KoMnbroTepHOE 1 MMUTALIMOHHOE MOZCINPOBAHNE
KubepHernueckast 6€301acHOCTD | 3alllUTa OT TEPPOPH3Ma
OOMeH TaHHBIMH U OpTaHU3aIHs CeTei

JloObIvya TaHHBIX, 0a3bl 3HAHUI W OHTOJIOTUH

udposas 06paboTKa cUrHAIOB

PacripezenieHHBIE CHCTEMBI M IUCTAHIIMOHHOE yIIPaBICHNE
O6pa3oBaHne B KOMIIBIOTHHTE
BeicokonpousBogurenbubie Boruuciaenus 1 I'PUJI
O06paboTka H300paKeHNH U pacio3HaBaHUE MIa0JIOHOB
HHTennexryanbHble pOOOTOTEXHUUECKUE CHCTEMBI
HuTepHer Beeit

CranapTH3aiys KOMIIBIOTEPHBIX CHCTEM

BecnipoBoaHbIe cCHCTEMBI
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