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INTRODUCTION

Aim of discipline “Data Mining” is to study of modern methods of the data
processing, and also discovery in the untilled arrays of data earlier unknown,
practically useful knowledge and patterns, necessary for an acceptance decisions.

The competencies, forming of that provide the study of discipline:

— knowing of data warehousing concepts and their operative analytical
processing and intellectual analysis;

- ability to discover in data earlier unknown knowledge necessary for
making decision in the different spheres of professional activity.

At the end of the course, students will be able to:

— identify, describe, reproduce concept stage, objectives, standards Data
Mining;

— know the methods of classification, prediction, cluster analysis,
associative search rules;

— perform visual analysis — Visual Mining; analysis of textual information
— Text Mining; obtaining knowledge from the Web — Web Mining;

— use the tools of analysis processes — Process Mining;

— create multidimensional data models.



PRACTICAL WORK #1
Correlation and Regression Analysis using MS Excel

To perform correlation and regression analysis of data using MS Excel, you
can use the standard functions of this software, as well as the Add-In “Analysis
ToolPak™. This MS Excel add-in becomes available after you install MS Office. To
use this add-in, you must first download it. For this:

1. Click the File tab and select Options.

2. Click Add-Ins tab, and then in the Manage box, click Excel Add-Ins.
3. Click Go.

| Excel Options

Fopular B : b . .
E @ Wiew and manage Microsoft Office add-ins.
Formulas

Froofing Add-ins

Save Name Lacation

Advanced Inactive Application Add-ins
Analysis ToolPak CheibrantAnalysis\ANALYS32 ¥LL  Excel Add-in

Customize Conditional Sum Wizard sumif.xlam Excel Add-in
Custom XML Data Ch, Office\Officel 2Z0FFRHD.DLL - Document Inspector

“Add-Ins ” EndMote [Cwyw Citation Recognizer] C . ACwywi L EndNote Cwyw.dll  Smart Tag

Euro Currency Tools eurotool.xlam Excel Add-in

Trust Center il RERE
Add-in: Analysis ToolPak

Resources Publisher: Microsoft Corporation

Location: Ch\Program Files 86)\Microsoft Office\Officel 2\Librarny\Analysis\ANALYS32.XLL

Drescription:  Provides data analysis tools for statistical and engineering analysis

Manage: .ExceIAdd-ins [ZI

Fig.1. Add-Ins dialog box of Excel Options

4. Select the Analysis ToolPak check box in the Add-Ins dialog box and then
click OK.



Analysis ToolPak - VBA
Conditional Sum Wizard
Euro Currency Tools

Internet Assistant VBA
Lookup Wizard

Pattern Fills

Saolver Add-in

Analysis ToolPak

Provides data analysis tools for statistical and
engineering analysis

Fig.2. Chosing of Analysis Tool Pack t Add-Ins

5. After loading the Analysis ToolPak, the Data Analysis button will appear on
the Data tab (Analysis group).

(Da

(Cia) =
k: Home Insert Page Layout Formulas | Data | Review View Developer Add-Ins Team @ - T X
; B . || Connections Al s Clear E % Data Validation ~ | & Group ~ #Z ?1 Solver
= | & Zy |z E -
| | 5 Properties \(o Reapply | EEI Consolidate ~@ Ungroup ~ == % Data Analysis |
|Get External|| Refresh i | il Sort Filtar 7 || Textto Remove : | =
Data || Al- =2 Editlinks || 2 Advanced I| Columns Duplicates (=P What-if Analysis ~ || ] Subtatal II :
| Connections || Sort & Filter Data Tools | Outine Gl Analysis |
i -Q £ | v
A e L M =
1 =
5 i
3
4
5
M 4 » M| Sheetl %1 i
Ready Circular References | | Rz =i {gee] -+

?ﬂ, Solver
i Data Analysis

Analysis

Fig.3. Command Data Analysis in the analysis group

6. Next, it is possible to choose one of 19 tools of Data Analysis package.
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Data Analysis

Analysis Tools

Covariance -
Cancel
Exponential Smoothing

F-Test Two-Sample for Variances
Fourier Analysis

Histogram I
Maving Average

Random Mumber Generation
|| |Rankand Percentile
Regression

alli]

Help

m

Fig.4. List of tools for data analysis

Before performing correlation or regression analysis, it is worth revising the
descriptive statistics of the data set. Descriptive statistics - a quantitative description
of the basic properties of a dataset. The purpose of descriptive statistics is to
summarize the primary results obtained from observations and experiments, that is, it
provides a brief summary of the sample and the observations made.

Selecting the Descriptive Statistics tool in the Analysis Package, we get a
one-dimensional statistical report containing information about the central trend and
the variability (variation) of the input data. This tool provides a complete set of
indicators for descriptive statistics, which includes: average; standard error; median;
fashion; standard deviation; sample variance; excess; asymmetry; interval; minimum;
maximum; amount; score; reliability level.

To Calculate Excel Descriptive Statistics you should follow next steps

Step 1: Type your data into Excel (you can use column from Table 1), in a
single column. For example, if you have ten items in your data set, type them into
cells Al through A10.

Step 2: Click the “Data” tab and then click “Data Analysis” in the Analysis
group.

Step 3: Highlight ‘“Descriptive Statistics” in the pop-up Data Analysis
window.

Step 4: Type an input range into the “Input Range” text box. For this
example, type “A1:A10” into the box.

Step 5: Check the “Labels in first row” check box if you have titled the
column in row 1, otherwise leave the box unchecked.

Step 6: Type a cell location into the ‘“Output Range’’ box. For example, type
“C1.” Make sure that two adjacent columns do not have data in them.

Step 7: Click the “Summary Statistics” check box and then click “OK” to
display Excel descriptive statistics. A list of descriptive statistics will be returned in
the column you selected as the Output Range.



Descriptive Statistics

Input
Input Range:

Grouped By:
[] Labels in first row

QOutput options

i@ Qutput Range:
() New Worksheet Ply:

(7 Mew Workbook

Confidence Level for Mean:
Kth Largest:

Kth Smallest:

$ASL:3AS10

(7) Rows

=

Columns

55 o

Report "Descriptive Statistics" for two variables x and y are given in the table

below (Fig.5).
S Home Insert Page Layout Formulas | Data | Review View Developer Add-Ins Team @ - 2 X
|i. ( E% I || |Ga] connections 4l ik Clear E‘% ER . ;3. . 2 Solver
‘ | 5F Properties || Lla G Reapply || —— Ha | | i Data Analysis |
|Get External | Refresh : e I §¢ Sort Filter 7 || Textto Remove . | | |
Data ~ All= == Edit Links || . Advanced || Columns Duplicates Ep | | |
| Connedions || _Sort & Filter i DataTools | | Analysis |
14 - I | ¥
A B | c L e | r | e | u b
1 19 Column1
X 52
3 33 Mean 35,7
4 44 Standard Error 2,556255943
5 28 Median 37
6 35 Mode 44 1
7 39 Standard Deviation 8,083591061 1
8 39 Sample Variance 65,34444444
9 44 Kurtosis 0,568246564
10 44 Skewness -0,893318431
11 Range 25
12| Minimum 19
13 Maximum a4
14 Sum 357 I
15 Count 10
16
M 4 b M| Sheet1 %3 !
Ready Circular References | | =IO - 7 +

Fig.5. Descriptive statistics of the dataset
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Correlation Analysis

First, we will show you how to calculate correlation using standard MS Excel
functions.

Example 1. 10 students were tested on verbal and imaginative thinking.
Measured average time for solving the problems test in seconds (Table 1). Studied
the question of the existence of the relationship between time solutions to both
problems. The X variable — average time imaginative solution, and the Y variable —
average time of test solution of verbal problems.

Table 1
Results of testing students
Student X Y
1 19 17
2 32 7
3 33 17
4 44 28
5 28 27
6 35 31
7 39 20
8 39 17
9 44 35
10 44 43

To identify the relationship, you must first enter the data (X, Y) in the table.
Then to calculate correlation coefficient it is necessary to set the cursor to cell C1,
enter the formula =CORREL(A1:A10;B1:B10). In Excel (except Analysis ToolPak)
to calculate the linear correlation coefficients are used functions CORREL (arrayl;
array2) and PEARSON (arrayl; array2), where arrayl — range of cells for sample
X; array2 — range of cells for sample Y.
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Fig.6. Correlation calculation result using CORREL function

Example 2. Data were collected monthly observations of weather and
attendance of museums and parks (Table 2). Necessary to determine whether there is

a relationship between the weather and attendance of museums and parks.

Statistics on sunny days and attendance at museums and parks

Sunny days Museum visitors Park visitors
8 495 132
14 503 348
20 380 643
25 305 865
20 348 743
15 465 541

Table 2

To perform the correlation analysis type in the range A1:G3 initial data. Then
on Data tab click Data analysis button and select Correlation.
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Data Analysis ? d

Analysis Tools

Anova: Two-Factor With Replication

~

Anova: Two-Factor Without Reilication Cancel
Covariance _
Descriptive Statistics Aoeia

Exponential Smoothing

F-Test Two-Sample for Variances

Fourier Analysis

Histogram

Moving Average i

Fig.7. Choosing the Correlation tool

In the dialog box select Input Range: A2:C7, and that the data reviewed by
Columns. Specify the Qutput Range (E1) and click OK.

|E=NTE

Home Insert Page Layout Formulas Data | Review View Developer Add-Ins Team @ - =

EY @ [55] connections Al “§R Clear E = = 3 || % Soer
- L Zv |z[A I ; W=

L &7 Properties {> Reapply = = E_%Data Analysis
Get External | Refresh il Sort | Filter

- Text to  Remove Outline
Data ~ All» == Edit Links

7 Advanced Columns Duplicates =2~ w0
Connections Sort & Filter Data Tools Analysis

e £
B C

Museum visitors| Park visitors

495 132
14 503 348
20 380 643 Input
25 305 865 Input Range:
20 348 Grouped By: @) Columns
15 465 ) Rows

|| Labels in first row

4 4 » M| Sheetl | Sheet2 <¥2 Output options
Reagy | 3 |

@ OQutput Range:
() New Worksheet Ply:

() New Workbook

Fig.8. Input and output parameters

The results of implementation are presented in the right table of Fig.9.
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5 25 305 265
6 20 348 743
7 15 465 541
8
M 4+ ¥| Sheetl | Sheet2 ~¥J « [ m i

Average: 0,355557668 Count 12 Min: 0,921854339 Max:1  Sum: 2,133346005 | |EH (O] 2] =

Fig.9. Results of correlation analysis

The correlation between the weather and visiting the museum is -0.92, and
between the weather and visiting the park is 0.97, between visits to the park and
museum is -0.92.

The analysis revealed dependence:

* a strong degree of inverse linear relationship between museums and the
number of sunny days;

« almost linear (very strong direct) connection between a visit to the park and the
weather.

Between visits to museums and parks, there is a strong inverse relationship.
Regression Analysis

Example 3. For 20 travel companies were collected advertising costs and the
number of tourists who took advantage of the services of each firm after campaign
(Fig.10). It is necessary to build a linear regression model on the condition that the
variables have normal distribution using:

. Function LINEST.
. Graphical method
. Analysis ToolPak (Regression tool).
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Approach 1.

1. Open a new workbook and create MS Excel spreadsheet according to
conditions.

2. For the coefficients a and b of the linear regression equation y=b*x+a, which
describes the dependence of the number of tourists attracted by the cost of
advertising, we use statistical function LINEST.

A B C D
Adverticement | Number of tourists,
1 Company costs, § (X) thousands (Y)
2 1 5 720
3 2 5 750
4 3 7 200
5 4 2 820
] 5 9 200
7 ] 10 230
g 7 11 950
9 2 12 820
10 9 13 900
11 10 14 950
12 11 15 920
13 12 15 980
14 13 16 980
15 14 17 970
16 15 18 980
17 16 18 1010
18 17 19 1100
19 18 20 1100
20 19 20 1115
21 20 21 1110
22
23 Equation Coefficients b a
24
25 Regression equation
26

Fig.10. Entering tabular data
3. Select two cells C24:D24 and insert the LINEST function with arguments.

Here: Known_y’s — range of values Number of tourists, Known_x’s — range of
values Advertising Costs. Press the key combination SHIFT + CTRL + ENTER.
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Function Arguments l l ? -';h]

LINEST
Known_y's |C2:C21 ERs| = {720;750;800;820;800;380;250;820...
Known_x's |B2:B21 = {5;5;7;8;9;10;11;12;13;14;15;15;16...

Const =

Stats G| =

= {22,6560755253274\623,494569079. ..

Returns statistics that describe a linear trend matching known data points, by fitting a straight line using the least
squares method.

Known_x's is an optional set of x-values that you may already know in the relationship v
=mx +b.

Formula result = 22,65607553

Help on this function [ QK ] ’ Cancel

Fig.11. Arguments of LINEST function

4. In cell C27 enter the regression equation y=b*x+a (substitute the calculated
linear regression coefficients instead of b and a).

A B - (b]
23 Equation Coefficients b a
24 22,65607553 623,4945691
25 Regression eguation
26 y=22,656%¥+623,454

27

Fig.12. Calculation results

5. Calculate the standard error of the model by the formula

where y, — are the actual values of the productive attribute obtained from

observational data;
y; — calculated values of the effective attribute;
n — the sample size;
m — the number of parameters in the regression equation.
For this:

14



. In the cell range D2: D21, calculate the value of the resultant
characteristic y; by substituting the values of the independent regressive signs x; into
the linear regression equation.

. In the cell range E2:E21 calculate the deviations of the actual values of
the resultant characteristic from the calculated values y;, — J; .

. In cell range F2:F21 calculate the squared deviations (y; — j}i)z :

. In cell G2 calculate the standard error of the model using the specified
formula.
Approach 2.

1. To obtain the regression equation, we construct the correlation field of the
variables X (advertising costs) and Y (number of tourists).

2. Select the range of cells B2: C21, on the Insert tab in the Charts group, select
the chart type - Scatter. Name the chart “Correlation field”, for the X axis -
Adverticement costs, $, for the Y axis - Number of tourists, thousands (on the
Layout contextual tab). Indicate the location - a separate sheet (in the context menu
the command Move Chart).

o W =
il el )
Column  Line Pie Bar Area |[Scatter| Other Hyperlink
- - - - - - Chartsv
Charts Scatter |
*a & y -
| J K L|[[="2= i “oa
| |
|'-F ﬁ 4
i’ 1 q:
[} t=l 1
| |
s
il 2nchart Types...

Fig.13. Select a Scatter from the Insert tab
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1 £ [ = | [ * @ [ [
Change Save As Switch  Select || || — = L 2 * * * =
Chart Type Template | Row/Column Data i o
Type Data L Chart Layouts Chart Styles
Chart 5 - iQ & | Layout 1
A B c | ¥ E F G H 1 J K L il
Adverticement | Number of tourists, !
1 | Company costs, 5 (X) thousands (¥)
2 i 5 720 g
3 2 5 750 Chart Title
4 3 & B00 1200
5 4 g 820 PP
1000 &
& 5 9 B00 “ .‘:00'
Fi 6 10 BBD - 800 ¢Q¢ F 3
g 7 11 950 T._: '
g B 12 820 =600 i
10 9 13 900 * 00 #Seriesl
11 10 14 950
200
12 11 15 920
13 12 15 980 Q
14 13 16 280 0 5 10 15 20 5
15 14 17 870 fousstle
16 15 18 980
17 16 18 1010

Fig. 14. Insert title on layout

Correlation field
,, 1200
2 X X
g 1000 R 7y . ry z_‘_b_‘
£ 800 s oo *
§ 600
=
e
s 400
[}
0
g 200
=]
z 0
0 5 10 15 20 25
Adverticement costs , $

Fig.15. The results of the graphical method

3. Add a trend line to the exact schedule: look at the team and see the trends
(Layout contribution) - div. Figure 14. TrendLine - A graphical representation
strains changes in a series of data.

4. The selection of typical trends: Linear TrendLine, as well as testing
methods for children by the method of hire squares y =y * x + a (Fig. 16)

16



15 Data Review View Developer Add-Ins Team Design Layout Format @ =
= i rm o L& Chart Wall I Chart Mame:
| |l | | 0 | lw] || || | A
L& Chart Floor Chart 4
Chart  Axis Legend Data Data fxes  Gridlines Plot . 'Trendling| Lines Up/Down Error
Title Titles= +  Labels T Table - - Area~ [ 3-D Rotation hd Bars Bars v
Labels Ayes Background Mone I
Remaves the selected Trendline or all .
Trendlines if none are selected L
D E F G H 1 d K Linear Trendline I°!
Adds/sets a Linear Trendline for the i
selected chart series
T Exponential Trendline
Correlation ﬁEId | Adds/sets an Exponential Trendline for
the selected chart series
n 1200 Linear Forecast Trendline b
ik = *$ e Adds/sets a Linear Trendline with 2 period
g 1000 + 'S A& 2 forecast for the selected chart series
I P + & * i il
< soo e W & Two Period Moving Average
.Ei"T Adds/sets a 2 Period Moving Average
Y 600 Trendline far the selected chart series
o
% 400 More Trendline Options...
-E 200
E
U |
0 5 10 15 20 25

Adverticement costs , §

<t

Fig.16. Choosing the type of trend line

5. On the More TrendLine Options... , check the Display equation on chart
and Display R-squared value on chart. On chart R” - is a number from 0 to 1, which
reflects the proximity of the trend line to the actual data. The trend line is most true
when the value of R? is close to 1.

F ™

|-'Trendﬁne Dptxxw|
Line Color
Line Style
Shadow

Trendline Options
Trend/Regression Type

| © Exponential

| @ Linear

= () Logarithmic
| @ Polynomial Order:
| ) Power

@) Moving Average Period: |

Trendline Name

@ Automatic :

() Custom:

Forecast

T
Forward: |0,

Linear (Series1)

periods

Backward: I-O,EJ

[[] setintercept= |0,0
Display Equation on chart
Display R-squared value on chart:

Fig.17. The choice of showing the equation and value of R*on the chart
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Click the OK button. The final result is shown in Fig.18.

Correlation field

1200
v
©
c
8 1000
3
£ 800 'S
g y = 22,656x + 623,49
2 600
g R?=0,9076
o
»‘g 400
]
2 200
£
=]
z 0

0 5 10 15 20 25
Adverticement costs , $
Fig.18. Trend line
Approach 3.

At first ascertain, that the package of analysis is activated.
1. Go to the Data Analysis. Select Regression tool in Analysis Tools list.
Click on the OK button.

Data Analysis

Analysis Tools
0K

Histogram -
Moving Average Canicel
Random Number Generation

Rank and Percentile

Fip

e Hosinka
Sampling

t-Test: Paired Two Sample for Means

t-Test: Two-Sample Assuming Equal Variances
t-Test: Two-Sample Assuming Unequal Variances
z-Test: Two Sample for Means

Fig.19. Choosing a Regression tool

2. You will see a dialog box Regression.

= in the text box Input Y Range enter a range of values of the dependent
variable $C$2:$C$21.

= in the text box Input X Range enter a range of values of the independent
variables $B$2:$B$21.

n make sure, that in the field Confidence Level it is entered 95% and in
the Qutput Options block a switch is set in position of New Worksheet Ply.

= Click on the button OK.

18
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e

Input ¥ Range: ECE2E0E21 Rz
Input X Range: EB£2:5B521 55

=1 = Hel

|| Labels || Constant is Zero
[¥] confidence Level: 95 2%

Qutput options
[ =y
1 Qutput Range: Fiz

@ Mew Worksheet Ply:
Mew Workbook

Residuals
[] Residuals [ Residual Plots
[ ] standardized Residuals [ Line Fit Flots

Mormal Probability
[ Mormal Probability Plots

Fig.20. Setting regression model

3. As a result, a new worksheet will show the results of using the

Regression tool.

A B £ D E F G H |
SUMMARY CUTPUT
Regression Statistics
Multiple R 0,952663992
R Square 0,907568681
Adjusted R Square  0,902433608
Standard Error 37,82190664
Observations 20
ANOVA
df 55 MS F Significance F

Regression 1 252824,8108 252824,8108 176,7391876  9,53935E-11
Residual 18 25748,93919 1430,4956622
Total 19 278573,75

Coefficients Standard Error t Stat P-value Lower 55%  Upper35% Lower 950% Upper35,0%
Intercept 623,4945691 24,75187034 25,18979618 1,73703E-15 571,4928192 6754963189 5714928192 6754963189
X Variable 1 22,85607553 1,704150957 13,29432915 9,53939E-11  19,07570319 26,23644786 19,07570315 26,23644786

Fig.21. Summary of regression analysis

How to interpret the results? What do they mean?
U Regression statistics
e Multiple R = 0,952 (Pearson correlation coefficient) indicates the
presence of a very strong relationship between the studied variables.

19



R Square = 0,907 (determination coefficient) - characterizes the quality
of the regression line, that is, the degree of correspondence between the
regression model and the source data (always lies in the range from 0
to1). R? = 0,907 - means that the regression model describes 90,7% of
cases.

Adjusted R Square gives the exact value (0,902).

Standard Error = 37,73 - assessment of the adequacy of the linear
model.

U Analysis of Variance

Column df - the number of degrees of freedom (used when checking the
adequacy of the model according to statistical tables).

Column SS (sum of squares) - the given fate of the variance.

Column MS - auxiliary values for calculating the Fisher criterion.
Column F - Fisher criteria

Column Significance F (of Fisher criteria) - assessment of the adequacy
of the constructed model. If the significance is F <0,05, means that the
model can be considered as adequate with a probability of 0,95.

O Odds

Y-Intercept - coefficient a = 625,031.

X Variable 1 - coefficient b = 22,507

Standard error, t-statistics - auxiliary values used to check the
significance of the model coefficients.

P-value - an assessment of the significance of the model coefficients. If
P is less than 0,05, then with a probability of 0.95, we can assume that
the corresponding coefficient of the model is significant (that is, it
cannot be considered equal to 0 and Y significantly depends on the
corresponding X).

Lower and upper 95% - confidence intervals for the model coefficients.

Conclusions

As a result of Regression analysis using MS Excel, we:

constructed regression equations (Y = 22,507 * X + 625,031)

established the form of dependence and the direction of the relationship
between the variables (positive linear regression, which is expressed in the
uniform growth of the function);

evaluated the quality of the obtained regression line (R* = 0.907)

were able to see deviations of the calculated data from the data of the initial set
(on the graph)

predicted future values of the dependent variable.

20



Task

Download data from the European Central Bank
(www.ecb.int/stats/eurofxref/eurofxref-hist.zip) about the exchange rate of the euro
against other foreign currencies. The downloaded file (in format *.csv) to convert in
MS Excel format (*.xIs or *.xlIsx). In accordance with the individual variant leave in
spreadsheet only two currencies (i.e. the X and Y variables), deleting the rest of the
columns in the table. Using MS Excel to explore these data: 1) to get the descriptive
statistics; 2) to perform correlation analysis; 3) to execute regression analysis.

Individual variants

USD-JPY
USD-DKK
GBP-JPY
HUF-GBP
PLN-SEK
TRY-HUF
IDR-DKK
INR-PLN
9. NZD-MXN
10.ILS-MYR
11.THB-HKD
12.CNY-BRL
13.PHP-TRY
14 MXN-INR
15.SEK-NZD
16.BRL-ILS
17.HKD-CNY
18. MYR-THB
19.MXN-CNY
20.TRY-IDR
21.GBP-CNY

i Al e
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PRACTICAL WORK #2
Correlation and Regression Analysis using RapidMiner

1. Linear Regression

In this tutorial, we will use linear regression, a statistical technique to perform
estimation using RapidMiner tool. As you open the RapidMiner development
environment, you will reach a welcome screen. Or, if you are using the RapidMiner
for first time, you will be asked to define a repository, where your sources will be
saved. To create new model, use File -> New. You will end-up at process definition
window. Here, you will be defining your model. For this tutorial, using linear
regression.

For any data-mining task, the first step is about data. We need to read data.
RapidMiner provides support for many file formats. For reading data, use Operator
from Import->Data folder with in Operators window. For example, in our tutorial,
we use Read CSV operator. Each operator in RapidMiner has input and output ports.
For example, Read CSV has fil as input port and out as output port. As we drag and
drop Operator on Process window, Operator output port automatically gets connected
with the Process window ports named res.

3 <new process"> - RapidMiner@: ras
File Edit Process Tools Yiew Help
& T @
SHRS sa P S,
£ Overview ~ Process = L (24 Parameters
& - - & Process » -PEEH S~ LT B erxB-~-
I, & Read CSV
[ A% Import Configuration Wizard ]
inp res —
|l Repositories e (csviile :]
T Operators
o = column separators [:]
o [ Jo[p[m

7 Process Contral (38) [+ use quotes
2] Utility (41)

-] Repn:\(lzu% Access (B) Qi % out [ guotes character [:]
po

) Data (19) (J

[] skip comments

L; Read Excel
&5 Read Excel with Format [ parse numbers
&5 Read XML
&5 Read 5AS decimal character [:]
& Read Access
& Read AML /1% 8 hidden expert parameters
@5 Read ARFF
45 Read XRFF
& Hel = Comment
&5 Read Datahase = _@ L -
@ Streamn Database 0] B8 @
& Read BPES
&5 Read Stata 1
@ Read Sparse § rf_\; Read CSV
< Read DBase /2 Problems & Log
&9 Read C4.5 & One potential problem Synopsis
A o BitTe This operator can read csviles.
@ Read DasyLab Message Fixes Location
& Read URL " o 3 B " " o
Wi &3 The mandatory parameter sy fle” is undefined 27 Setmandatory parameter "esvfile’. &% Read GV Description

(2] Attributes (2) This operator can read csvfiles, where all

L]

Fig.1 Read CSV operator

Make a click on Read CSV operator and check the parameters window. Using
parameters window, you can set the Operator configuration values. We can use
Import Configuration Wizard to import the data. Import Configuration Wizard asks
you to select the data set in step 1. In this tutorial, we will be using European Central
Bank Euro foreign exchange reference rates. The dataset can be found at
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http://www.ecb.int/stats/eurofxref/eurofxref-
hist.zip?a7b2dcf7c964da63a7e63ce6ae295613 . Once data set is selected, in step 2 it
asks about how to parse the data file. It also gives visualization of how data will be
read by the operator.

%, Datm import wizard - siep 2ot 2T R =
o This wizard guides you to import vour data.
f r Step 2: Please specify how the file should be parsed and how columns are separated.
File Reading Column Separation
File Encoding [Windows-1252 v] Comma ™" Space
@) Semicolon ;" Tab
[] Trirn Lines !
Regular Expression [,Is*l;‘ts* ]
[] Skip Comments [# l
Escape Character for Seperator: [1 ]
[+] Use quctes [ ]
att
Date,USD,JF
2012-09-05,
2012-09-04,
2012-09-03,
2012-08-31,
2012-08-20,
2012-08-29,
2012-08-28,
2012-08-27,
2012-08-24,
2012-08-23,
2012-08-22,
2012-08-21,
2012-08-20,
2012-08-17,
Y YEN- T
Row, Column Errar Original value Message
e | [ 1M 1M as 1

Fig.2. Visualization of how data will be read by the operator

As the file is comma separate, please select the Comma radio button from the
top right Column Separation panel. In step 3, it show the data. In step 4, it allows
you to select attributes, set attributes/columns names, identify their data types, and
also allows us to identify their roles, i.e., either certain attribute is used as label for
classification task or as a prediction column. For example in Figure below we have
only selected USD and GBP, because we are only interested in estimating/predicting
the value of GBP with change in USD. Furthermore, as linear regression is a bivariate
method, it operate on two variables, i.e., provided the value of one it can
predict/estimated another. As you can observe that we identify the role for GBP as
label, because we want to estimate/predict the value of GBP. Linear Regression
operator requires at-least one attribute with label role. Another important point to
consider here is that Linear Regression can only learn/estimate/predict numerical
attributes, which means that none of selected attributes should be nominal.
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Fig. 3. Data Import Wizard

Once we finish the Import Configuration Wizard, the red circle in Read CSV
operator will change to yellow showing that configuration is complete.

Now in Operators window, select the Modeling -> Classification and
Regression -> Function Fitting folder. This folder contains Linear Regression
operator. Drag and drop Linear Regression operator on Process window and connect
the output port out of Read CSV operator with input port tra of Linear Regression
operator.

File Edit Process Tools View Help

3 @ L ] V2D

p Overview 7 (U Process
T |-

Paramelera
Process » -0 EH S- 8 » 2 B -

Process
- qrs

| & Repositories
B Operators

I:JMNV

V':I Process Cantrol (38)
3 Utility (413 Bead G2V,
(] Repository Access (6) fil é out [y
1 Import (27) o _
] Export {16) Linear Regres...
[Z) Data Transformation (114) tra mod [}
= 5 Madeling (127) Q exa)
& & Classification and Regression (613 wei )
(] Lazy Modeling (2)
] Bayesian Modeling (2)
) Tree Induction {13)
] Rule Induction (5) /%, & hidden expert parameters
(2] Meural MNet Training (3)
B 5 Function Fiting (7) @ Hel 5 Gomment

on "
w Seemingly Unrelated Regre @ S ‘ 9
Falynomial Regression n
w Local Polynomial Regressic i
Vector Linear Regression
i Gaussian Process 4 Prablems © Loy

Dalavanca Yartnr Marhing o

Fig. 4. Linear Regression operator.
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Now we have completed the very basic step to create our model. As shown in
figure-above, connect the output port named mod of Linear Regression operator with
process window res port. To create the model, simple click the blue play button from
tool bar or use Process -> Run menu or use FI1I1. A prompt will appear prompting
“Close old results before starting process”, better say ‘Yes’. Another prompt
prompting to switch to result view will appear. Result can be viewed in tabular as
well we text form as shown below:

reeem—r—

Elle Edit Process Tools Wiew Help
IARY ~a P U % ®

I Result Cvardew &) LinearRegression (Linear Regression)

Table View (&) Text View: | ) Annotations

LinearRegression

0.381 * U5D
+ 0.2E4

Fig.5. Linear Regression results in text form

Or it can be viewed in tabular form as shown below:

Spee————————

File Edit Process Tools Miew Help
I EY A P N2 @

;'"9_ Resull Ovarview f;" LinearRegression (Linear Regression)

&) Table View: ) TextView () Annotations

Aftribute  Coefficient Std. Error Std. Coeficient Tolerance +5tat  p-Value Code
LsD 0.381 0.00& 0.060 1 68247 0 il
{ntercepl)  0.264 n.oof 7 7 38620 0 —

Fig.6. Linear Regression results in table form

Now as we have created a model, we can use it to estimate/predict the value of
GBP using the value of USD. For this purpose, drop another Read CSV operator and
name it New Data. This will read the data values for which we want to perform
prediction. Rename the old Read CSV operator to Historical Data. Now to make
prediction, we have to apply model. For this purpose, in RapidMiner, we have an
Apply Model operator available in Modeling -> Model Application folder of
Operators window. Apply Model operator has two input ports, i.e., mod to provide
the model input and unl to provide the data to perform prediction. Connect the mod
output port of Linear Regression operator with mod input port of Apply Model
operator. Similarly connect new data at unl input port of Apply Model operator.
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Connect lab output port of Apply Model operator with the res port of process
window. In the end, you model should look like the one as shown in figure below:

Ot s sttt L T e e

EM Eft Ercess. Joak Yew Hep

A= AP LA

S o b £ PaalaEs ESET B2 Pararions
- & Paress g-FlOE4- L nmrm8-
o paky Model
o = i I wed i g
L] 4 I'_"'}- wall ]
H Mepasitoies ]
Ei Qperaine -
[ Dt
= 4 e
L L
i ¥ .
siarrg and Segmenision
it di K il Wasing 08 |
x £ T b son el parameians
& Hen = ommard
& . 2
=
- w Apply Modal
{¥, Frarhame Lo
:a' Mpprablarmes dapad Synopsis
preveeY o Locanar e ikl
Yaara Kend b A Lo
Degcription
St -

Fig.7. Model with mod operatotr

Now execute the process and you will get the predicted values, i.e., GBP
values for your provided input, i.e., USD values. The output for our provided values
is shown in figure below:

kY, LinearRegression ~ RapidMiner@sait SRR

Eile Edit Process Tools View Help

Y EHEY > > Y2 @

E Result Ovarview [ 8] ExampleSet (Mew Data)
() Meta Data View () Data View: () PlotView () Advanced Charts () Annotations

ExampleSet (10 examples, 1 special alinbute, 1 regular atiribute)

Roner Mo pradiction{GBF) LD

1 0645 1

2 0683 1100
3 0.7 1.200
§ 0.759 1.200
L 0.7a7 1.400
B 0.835 1.500
T 0.872 1.600
8 0.911 1.700
9 0.950 1.800
10 0.9a8 1.800

Fig. 8. Predicted (GBP) values
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2. Correlation

Realization of correlation analysis will consider on the example of the data
placed to link:
https://sites.google.com/site/dataminingforthemasses/home/ChapterO4DataSet.csv.
Information is taken from the database of company that supply with a fuel for heating
of houses. It contains such attributes: [Insulation, Temperature, Heating_Oil,
Num_Occupants, Avg_Age, Home_Size. Want to explore how these factors affect fuel
consumption. We choose correlation as a method of identifying the relationship
between factors.

Import the ChapterO4DataSet.csv into your RapidMiner data repository. Save
it with the name Chapter4DataSet. If you need a refresher on how to bring this data
set into your RapidMiner repository, refer to steps from part I — Regression. The steps
will be the same, with the exception of which file you select to import. Import all
attributes, and accept the default data types. When you are finished, your repository
should look similar to Figure:

| & Repositories

o d S W e
Ifﬂ Samples none
|5 DB

& EE
=
L]
Ly
=8
A
(1]
=
L]
o,
g
[
=
iT

Fig.9. Repository view

If your RapidMiner application is not open to a new, blank process window,
click the new process icon, or click File > New to create a new process. Drag your
Chapter04DataSet into your main process window. Go ahead and click the run (play)
button to examine the data set’s meta data. If you are prompted, you may choose to
save your new model. For this example, we will save the model as
ChapterO4_Process. Meta Data view is shown in the figure below:

Data View (#)Meta Data View! () PlotView () Advanced Charts Annotations &~

ExampleSet (1218 examples, 0 special attributes, 6 reqular attributes) Ej -
Role MName Type Statistics Range Missings
regular Insulation integer avg=6.214 +- 2768 [2.000 ; 10.000] 0
regular Temperature integer avg = 65.079 +- 16.932 [38.000 ; 90.000] 0
reqular Heating_oil integer avg = 197.394 +- 56.248 [114.000 ; 301.000] 0
regular Mum_COccupants integer avg=3.113+-1.691 [1.000 ; 10.000] 0
regular Avg_Age real avg = 42.706 +- 15.051 [15.100 ; 72.200] 0
regular Home_Size integer avg = 4.649 +- 2.321 [1.000 ; 8.000] V]

Fig. 10. Meta Data view
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We can see that our six attributes are shown. There are a total of 1,218 homes
represented in the data set. Our data set appears to be very clean, with no missing
values in any of the six attributes, and no inconsistent data apparent in our ranges or
other descriptive statistics. If you wish, you can take a minute to switch to Data View
to familiarize yourself with the data. It feels like these data are in good shape, and are
in no further need of data preparation operators, so we are ready to move on to...

Switch back to design perspective. On the Operators tab in the lower left hand
corner, use the search box and begin typing in the word “correlation”. The tool we are
looking for is called Correlation Matrix. You may be able to find it before you even
finish typing the full search term. Once you have located it, drag it over into your
Process window and drop it into your stream. By default, the exa port will connect to
the res port, but in this example, we are interested in creating a matrix of correlation
coefficients that we can analyze. Thus, is it important for you to connect the mat
(matrix) port to a res port, as illustrated in Figure.

Ei Operators  Process = XML
& ~ |comelation QP @a-o - 4 HRot> g~EB P EIH S~
J._]odelin; (9 -

& Aftribute Weighting (1)
B Weiaht by Correlation

& Correlati d Dependency Computatiol
= e Matrix

(=] ANOVA Matrix
(*] Grouped ANOVA
_.'7] Transition Matrix
[#] Transition Graph
=] Mutual Information Matrix
[*] Rainflow Matrix

Series (1)

& Series Transformation (1)

Correlation M... Qrs

Fig. 11. Connection of the mat (matrix) port to a res port

Correlation is a relatively simple statistical analysis tool, so there are few
parameters to modify. We will accept the defaults, and run the model. The results will
be similar to Figure:

o¥ jfSamples/processes/02_Preprocessing/24_GroupBasedCalculations* - RapidMiner 5.3.013 @ gr

File Edit Process Tools View Help

. e oS (= > 3 3 T |

! E E 4‘;5 e B _ D ] | = E] ‘:19 @
|_-‘§J ExampleSet (iiMorth_book/iChapteridDataSet) IEI ExampleSet (iikorth_kE
=2 Result Overview r‘] Correlation Matrix (Correlation Matrix) [ 2 Examples

#) Table View Pairwise Table Plat View Annotations

Aftributes  Insulation Temperature Heating Qil Num_Qccu..  Avg _Age  Home Size

Insulation 1 -0.794 0.736 -0.013 0.643 0.201

Temperature -0.794 1 -0.774 0.013 -0.673 -0.214
Heating_Oil 0.736 0774 1 -0.042 0.648 0.381

Mum_Cccup -0.013 0.013 -0.042 1 -0.048 -0.023
Avg_Age 0.643 -0.673 0.848 -0.048 1 0.307

Home_Size 0.201 -0.214 0.381 -0.023 0.307 1

Fig. 12. Results table view
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In Figure, we have our correlation coefficients in a matrix. Correlation
coefficients are relatively easy to decipher. They are simply a measure of the strength
of the relationship between each possible set of attributes in the data set. Because we
have six attributes in this data set, our matrix is six columns wide by six rows tall. In
the location where an attribute intersects with itself, the correlation coefficient 1s ‘1°,
because everything compared to itself has a perfectly matched relationship. All other
pairs of attributes will have a correlation coefficient of less than one. To complicate
matters a bit, correlation coefficients can actually be negative as well, so all
correlation coefficients will fall somewhere between -1 and 1. We can see that this is
the case in Figure, and so we can now move on to the step of evaluation.

All correlation coefficients between 0 and 1 represent positive correlations,
while all coefficients between 0 and -1 are negative correlations. While this may
seem straightforward, there is an important distinction to be made when interpreting
the matrix’s values. This distinction has to do with the direction of movement
between the two attributes being analysed. Let’s consider the relationship between
the Heating_Qil consumption attribute, and the Insulation rating level attribute. The
coefficient there, as seen in our matrix in Figure, is 0.736. This is a positive number,
and therefore, a positive correlation. But what does that mean? Correlations that are
positive mean that as one attribute’s value rises, the other attribute’s value also rises.
However, a positive correlation also means that as one attribute’s value falls, the
other’s also falls. Data analysts sometimes make the mistake in thinking that a
negative correlation exists if an attribute’s values are decreasing, but if its
corresponding attribute’s values are also decreasing, the correlation is still a positive
one. This is illustrated in Figure.

Heating Oil - Insulation ~ —1~
Heating_0Oil ~ Insulation &

Fig. 13. Mistakes in data analysts

Next, consider the relationship between the Temperature attribute and the
Insulation rating attribute. In our matrix, we see that the coefficient there is -0.794. In
this example, the correlation is negative, as illustrated in Figure

Temperature Insulation M~
Temperature i~ Insulation

Fig 14. Mistakes in data analysts

So correlation coefficients tell us something about the relationship between
attributes, and this is helpful, but they also tell us something about the strength of the
correlation. As previously mentioned, all correlations will fall between 0 and 1 or O
and -1. The closer a correlation coefficient is to 1 or to -1, the stronger it is. Figure
illustrates the correlation strength along the continuum from -1 to 1.

29



-1 0 1

-1 «— - 06 «— - 04 — 0—-04 04 0.8
Very Some No No Some Very

Correlati Correlati correlati correlati  correlati correlati

Fig .15. Correlation strength along the continuum from -1 to 1.

RapidMiner attempts to help us recognize correlation strengths through colour
coding. In the Figure with matrix, we can see that some of the cells are tinted with
shades of purple in graduated colours, in order to more strongly highlight those with
stronger correlations. It is important to recognize that these are only general
guidelines and not hard-and-fast rules.

RapidMiner provides the user with extensive visualization capabilities.

While still in results perspective, click on the ExampleSet tab (which exists
assuming you left the exa port connected to a res port when you were in design
perspective). Click on the Plot View radio button. Examine correlations that you
found in your model visually by creating a scatter plot of your data. Choose one
attribute for your x-Axis and a correlated one for your y-Axis. Experiment with the
Jitter slide bar.

% Result Qverview |}4 ExampleSet (iiMaorth_book/Chapter04DataSet) F-] Correlation Matrix (Correlation Matrix)
Data View () Meta Data View #) Plot View (_J Advanced Charts (_ Annotations II; L,J} -
Plotter Home_size 1.000 BB 5.000
[Scat‘ter '] 320

310
00
290

*-Axis

[Insulation ']

[] Log Scale 280
y-Axis 270
[Heating_oil -] 20

250
Log Scale

D 2 240
Caolor Column 230
[Hume_S\ze '] 220

[ Log Scale 210

200
150
180
170
160
150
140
130
120
110
100

Heating_0Qil

Jitter
Lo
[] Rotate Labels

1.5 2.0 25 3.0 3.5 4.0 4.5 5.0 55 &.0 6.5 7.0 75 3.0 8.5 9.0 95 0.0 1085
Insulation

Fig. 16. Correlations plot view
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For an additional visual experience, try a Scatter 3D or Scatter 3D Color plot.
Note that with 3D plots in RapidMiner, you can click and hold to rotate your plot in
order to better see the interactions between the data.

; Result Overview | & ExampleSet (INorth_bookiChapter04DataSet) .rﬂ Correlation Matrix (Correlation Matrix)
Data View Meta Data View (@) Plot View () Advanced Charts () Annotations N &~
i Num_Occupants 1.000 I 10.000
[ setier 30 Color M
*-Axis
[Insulation ']
y-Axis L
Heating_oi M hm
3
-Axis e | :3‘1. o
= o aneiide PORE
[Temperature '] e At ;‘x_ § b
Calor L "'é. t:*ﬂ
Y TN W
[NunLOccupants '] i 1
= b
& A Qe

Fig. 17. Correlations Scatter 3D or Scatter 3D Color plots

Tasks

Download data from the European Central Bank
(www.ecb.int/stats/eurofxref/eurofxref-hist.zip) about the exchange rate of the euro
against other foreign currencies and place them in the repository of RapidMiner. In
accordance with the individual variant leave in table only two currencies (i.e. the X
and Y variables), deleting the rest of the columns in the table. Using RapidMiner to
explore these data: 1) to get the descriptive statistics; 2) to perform correlation
analysis; 3) to execute regression analysis. In a report necessarily to place a copy of
the screenshots with the results and give their interpretation.

Individual variants

1. USD-JPY
2. USD-DKK
3. GBP-JPY
4. HUF-GBP
5. PLN-SEK
6. TRY-HUF
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10.
I1.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

IDR-DKK
INR-PLN
NZD-MXN
ILS-MYR
THB-HKD
CNY-BRL
PHP-TRY
MXN-INR
SEK-NZD
BRL-ILS
HKD-CNY
MYR-THB
MXN-CNY
TRY-IDR
GBP-CNY
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PRACTICAL WORK #3
Clustering Methods

Using the insurance company’s claims database, we extract three attributes for
547 randomly selected individuals. The three attributes are the insured’s weight in
pounds as recorded on the person’s most recent medical examination, their last
cholesterol level determined by blood work in their doctor’s lab, and their gender. As
1s typical in many data sets, the gender attribute uses O to indicate Female and 1 to
indicate Male. We will use this sample data from database to build a cluster model
and to help understand how company’s clients, the health insurance policyholders,
appear to group together based on their weights, genders and cholesterol levels. We
should remember as we do this that means are particularly susceptible to undue
influence by extreme outliers, so watching for inconsistent data when using the k-
Means clustering data mining methodology is very important.

Data set for this example can be downloaded from the Ilink
https://sites.google.com/site/dataminingforthemasses/home/ChapterO6DataSet.csv.
Please note that this demo example. Individual tasks (data sets) for each student
listed below!

If you would like to follow along with this example exercise, go ahead and
download the data set now, and import it into your RapidMiner data repository. At
this point, you are probably getting comfortable with importing CSV data sets into a
RapidMiner repository, but remember that the steps are outlined in Chapter 3 if you
need to review them. Be sure to designate the attribute names correctly and to check
your data types as you import. Once you have imported the data set, drag it into a
new, blank process window so that you can begin to set up your k-means clustering
data mining model. Your process should look like Figure 1.

&% <new process*> — RapidMiner 5.3.013 @ gregory-PC — - ‘ .
File Edit Process Tools View Help
L o = e F T T B &»
IJEEyYy »a SPbIIE YR D
C Operators ('; Frocess =] WML
B 5 Data (19)
=
& Read Excel
| & Repositories inp (] res
[ﬁ‘ L_& - & 1 - Retrieve Chap... ==
) samples non= ‘,Q_::J B
[Hoe L FA

& Local Repository (aregon,

&F Lab1_Zatulyviter jgregor

= &F North_book (gregeny
[8 Chapter04DataSet (gregory - v1, 51512
£ ] {gregory - w1, 821113

Fig.1. Data set ChapterO6DataSet added to a new process
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Go ahead and click the play button to run your model and examine the data set.
In Figure 2 we can see that we have 547 observations across our three previously
defined attributes. We can see the averages for each of the three attributes, along with
their accompanying standard deviations and ranges. None of these values appear to
be inconsistent (remember the earlier comments about using standard deviations to
find statistical outliers). We have no missing values to handle, so our data appear to
be very clean and ready to be mined.

&% <new process®> — RapidMiner 5.3.013 @ gregory-PC

File Edit Process Tools View Help

~ mm = e P = [H @

< E‘ a‘:d . _d D UU |g] @:] 'It.j @
| & ExampleSet (Retrieve Chapter06DataSet) |- 2| ExampleSet (MNorth_bookiChapter06DataSet) | &l Repositories
Plot View () Advanced Charts () Annotations md-8I-9

=
2 Result Overvies

Data View M :e:t

e
ExampleSet (547 examples, 0 special atiributes, 2 regular attributes) H ~ Li Samples (nens
2

Role Name Type Statistics Range Missings 5% Local Repository ar=a-
regular Weight integer avg = 143.572 +- 30,837 195.000 ; 203.000] 0 & Lab1_Zatulyiter (areac
regular Cholesterol integer avg = 170.433 +- 39.147 [102.000 ; 235.000] 0 B € North_book gr=go
regular Gender integer avg = 0.514 +- 0.500 [0.000; 1.000] 0 | & Chaptero4DataSet

|

Fig.2. A view of data set’s meta data

The ‘6’ in k-means clustering stands for some number of groups, or clusters.
The aim of this data mining methodology is to look at each observation’s individual
attribute values and compare them to the means, or in other words averages, of
potential groups of other observations in order to find natural groups that are similar
to one another. The k-means algorithm accomplishes this by sampling some set of
observations in the data set, calculating the averages, or means, for each attribute for
the observations in that sample, and then comparing the other attributes in the data set
to that sample’s means. The system does this repetitively in order to ‘circle-in’ on the
best matches and then to formulate groups of observations which become the clusters.
As the means calculated become more and more similar, clusters are formed, and
each observation whose attributes values are most like the means of a cluster become
members of that cluster. Using this process, k-means clustering models can
sometimes take a long time to run, especially if you indicate a large number of “max
runs” through the data, or if you seek for a large number of clusters (k). To build your
k-means cluster model, complete the following steps:

1. Return to design view in RapidMiner if you have not done so already. In the
operators search box, type “k-means” (be sure to include the hyphen). There are three
operators that conduct k-means clustering work in RapidMiner. For this exercise, we
will choose the first, which is simply named “k-Means”. Drag this operator into your
stream, and shown in Figure 3.
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Fig.3. Adding the k-Means operator to model

2. Because we did not need to add any other operators in order to prepare our
data for mining, our model in this exercise is very simple. We could, at this point, run
our model and begin to interpret the results. This would not be very interesting
however. This is because the default for our &, or our number of clusters, is 2, as
indicated by the black arrow on the right hand side of Figure 3. This means we are
asking RapidMiner to find only two clusters in our data. If we only wanted to find
those with high and low levels of risk for coronary heart disease, two clusters would
work. However, we have already recognized that there are likely a number of
different types of groups to be considered. Simply splitting the data set into two
clusters is probably not going to give us the level of detail. Because we felt that there
were probably at least 4 potentially different groups, let’s change the k value to four,
as depicted in Figure 4. We could also increase of number of ‘max runs’, but for now,
let’s accept the default and run the model.

 Pracess

&E~® ~ & EProcess »

|Z2 Parameters

@ context

F- P EHISI S xR~

Retrieve Chap...

@ out

@ /1y

res

@) Clustering (k-Means)

[+] add cluster attribute
(] add as 1abel

[] remave unlabeled
k

maxruns

II
=}

[] determine good start values
measure types BregmanDiverge... ¥

divergence SquaredEuclide... *

max optimization steps | 100

[ use local random seed

Fig.4. Setting the desired number of clusters for model
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3. When the model is run, we find an initial report of the number of items that
fell into each of our four clusters. (Note that the clustered are numbered starting from
0). In this particular model, our clusters are fairly well balanced.

% Result Overview ﬁ: Cluster Model (Clustering) 5|

2

Text View Folder View Graph View Centroid Table Ce

Cluster Model

Cluster 0: 154 items
Cluster 1: 118 items
Cluster 2: 135 items
Cluster 3: 140 items
Total number of item=: 547

Fig.5. The distribution of observations across four clusters

We could go back at this point and adjust our number of clusters, our number of
‘max runs’, or even experiment with the other parameters offered by the k-Means
operator. There are other options for measurement type or divergence algorithms.
When you are satisfied with your model parameters, you can proceed to evaluation.

Refer back to Figure 5. There are a number of radio buttons, which allow us to
select options for analyzing our clusters. We will start by looking at our Centroid
Table. This view of our results, shown in Figure 6, gives the means for each attribute
in each of the four clusters we created.

8X <new process*> — RapidMiner 5.3.013 @ gregory-PC

File Edit Process Tools View Help
TAalEy o PR

% Fesult Overview ﬁ: Cluster Model (Clustering) |

Text View Folder View Graph View (@) .Centroid Table: () C

Attribute cluster_0 cluster_1 cluster_2 cluster_3
Weight 184.318 152.093 127.726 106.850
Cholesterol 218.916 185.907 154.385 119.536
Gender 0.5591 0.441 0.459 0.543

Fig.6. The means for each attribute in our four (k) clusters
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We see in this view that cluster O has the highest average weight and cholesterol.
With O representing Female and 1 representing Male, a mean of 0.591 indicates that
we have more men than women represented in this cluster. Knowing that high
cholesterol and weight are two key indicators of heart disease risk, policyholders
need to pay attention to this. You should note that in this example, the clusters’
numeric order (0, 1, 2, 3) corresponds to decreasing means for each cluster. This is
coincidental. Sometimes, depending on your data set, cluster 0 might have the highest
means, but cluster 2 might have then next highest, so it’s important to pay close
attention to your centroid values whenever you generate clusters.

Therefore, we know that cluster O is the group with highest risk. Who are the
members of this highest risk cluster? We can find this information by selecting the
Folder View radio button. Folder View is depicted in Figure 7.

sX, <new process*> — RapidMiner 5.3.012 @ gregory-PC -

File Edit Process Tools View Help

p i — E iq' ; - J = — ¥ 1_3} I("_"MI
"---.lnl il_,j E .:_L_:;’,ﬁ .:-‘ﬁ i | = D t]t] [j §:] :,_%_J . i_.-
% Result Overview ﬁ: Cluster Model (Clustering) |_'§J ExampleSet (iMorth_book/Chag

Text View Folder View Graph View Centroid Table Centroid Plot View Annotations

= S cluster_o
6.0
190
1100
1120
116.0
118.0
230
1 26.0
1 28.0
1290

Fig.7. Folder view showing the observations included in Cluster 0

By clicking the small + sign next to cluster_0 in Folder View, we can see all of
the observations that have means, which are similar to the mean for this cluster.
Remember that these means are calculated for each attribute. You can see the details
for any observation in the cluster by clicking on it. Figure 8 shows the results of
clicking on observation 6 (6.0):
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8% Example 6 Iﬁ
This dialog shows detailed information
about the example with 1D 6.
Altribute Yalue
Weight 188
Cholesterol 227
Gender 1
id ]
cluster cluster_0

Fig.8. The details of an observation within cluster 0

Visual presentation of clustering results can be seen on the ExampleSet tab,
choosing the Plot View button. The user has the possibility to choose the different
types of diagrams. The scatter plots (2D and 3D) for our example shown on Figures 9

and 10.
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Fig.9. Scatter plot for clusters
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% Result Overview |_ﬂ ExampleSet (Retrieve Chapter06DataSet) 6 Cluster Model (Clustering)

Data View () Meta Data View (®) PlotView () Advanced Charts () Annotations [ &~
Platter cluster® cluster_2 @ cluster_2 o cluster 0 @ cluster_1
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Fig.10. 3D Scatter plot for clusters

Tasks

Need to download a data set in RapidMiner repository according to the given
Perform data clustering, preliminary setting number of clusters. Conduct

experiments with a model, varying the number of clusters and other parameters. A
graphical representation of the clustering results to place in the report.

iR i e

9.

Individual variants
http://archive.ics.uci.edu/ml/datasets/Sponge
http://archive.ics.uci.edu/ml/datasets/Water+Treatment+Plant
http://archive.ics.uci.edu/ml/datasets/US+Census+Data+(1990)
http://archive.ics.uci.edu/ml/datasets/Synthetic+Control+Chart+Time+Series
http://archive.ics.uci.edu/ml/datasets/Plants
http://archive.ics.uci.edu/ml/datasets/Amazon+Access+Samples
http://archive.ics.uci.edu/ml/datasets/Reuter_50_50
http://archive.ics.uci.edu/ml/datasets/ KEGG+Metabolic+Relation+Network+(
Directed)

http://archive.ics.uci.edu/ml/datasets/Individual+household+electric+power+co
nsumption

10.http://archive.ics.uci.edu/ml/datasets/seeds
11.http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+S

martphones
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12.http://archive.ics.uci.edu/ml/datasets/3D+Road+Network+(North+Jutland,+De
nmark)
13.http://archive.ics.uci.edu/ml/datasets/Daily+and+Sports+Activities+Dataset
14 .http://archive.ics.uci.edu/ml/datasets/User+Knowledge+Modeling
15.http://archive.ics.uci.edu/ml/datasets/Wine
16.http://archive.ics.uci.edu/ml/datasets/Statlog+(Australian+Credit+Approval)
17.http://archive.ics.uci.edu/ml/datasets/Bank+Marketing
18.http://archive.ics.uci.edu/ml/datasets/Energy+efficiency
19.http://archive.ics.uci.edu/ml/datasets/Fertility
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PRACTICAL WORK #4
Decision Trees

¢ Explain what decision trees are, how they are used and the benefits of using
them.

e Recognize the necessary format for data in order to perform predictive decision
tree mining.

e Develop a decision tree data mining model in RapidMiner using a training data
set.

¢ Interpret the visual tree’s nodes and leaves, and apply them to a scoring data
set in order to deploy the model.

e Use different tree algorithms in order to increase the granularity of the tree’s
detail.

The construction of decision tree will consider on the example of data set of
company that trades in eReaders. It is known that some customers want to buy
gadgets immediately, other in the near time, yet other put aside a purchase on later.
Marketers believe that they can categorize his company’s customers into one of four
groups that will eventually buy the new eReader: Innovators, Early Adopters, Early
Majority or Late Majority. It helps to plan an advertising campaign for the respective
consumer groups.

100
75

50

% 2JeYs 13)4e A

25

Innovators  Early Early Late Laggards
2.5% Adopters Majority Majority 16 %
13.5% 34 % 34 %

Fig.1. Sample of decision tree model

They have decided to use a decision tree model in order to find good early
predictors of buying behavior. Because company does all of its business through its
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web site, there is a rich data set of information for each customer, including items
they have just browsed for, and those they have actually purchased. Marketers
prepared two data sets. The training data set contains the web site activities of
customers who bought the company’s previous generation reader, and the timing with
which they bought their reader. The second is comprised of attributes of current
customers, which will buy the new eReader. They hope to figure out which category
of adopter each person in the scoring data set will fall into based on the profiles and
buying timing of those people in the training data set.

Data sets comprised of the following attributes: User_ID, Gender, Age,
Marital_Status, Website_Activity, Browsed_Electronics_I12Mo, Payment_Method,
Bought_Electronics_12Mo, Bought_Digital _Media_18Mo, Bought Digital_Books,
eReader_Adoption.

Our demo example consists of two data sets: ChapterlODataSet_Training.csv
and Chapterl0DataSet_Scoring.csv. Download these from

(https://sites.google.com/site/dataminingforthemasses/home/Chapter]1 0DataSet Sc
oring.csv

https://sites.google.com/site/dataminingforthemasses/home/Chapter10DataSet Tr
aining.csv), then complete the following steps:

1. Import both data sets into your RapidMiner repository. You do not need to
worry about attribute data types because the Decision Tree operator can handle all
types of data. Be sure that you do designate the first row of each of the data sets as
the attribute names as you import. Save them in the repository with descriptive
names, so that you will be able to tell what they are.

2. Drag and drop both of the data sets into a new main process window.
Rename the Retrieve objects as Training and Scoring respectively. Run your model
to examine the data and familiarize yourself with the attributes.

oY <new process*> — RapidMiner 5.3.013 @ gregory-PC e . -

File Edit Process Tools View Help

IEEyY »a SPIIB VTP

.,-;;'.' Result Overview 3 ExampleSet (iNorth_book/Chapteri 0DataTraining)
Data View (#):Meta Data View Plot View Advanced Charts Annotations =T
ExampleSet (661 examples, 0 special altributes, 11 regular altributes) Ej ~ B
Role Mame Type Statistics Range Missings
regular  User_ID integer avg = 5638.188 +- 2635.213 [1003.000 ; 9952.000] 0
regular Gender binominal mode = M (346), least=F (315) M (348), F (315) 0
regular  Age integer avg = 42.794 +/- 13.862 [16.000 ; 66.000] 0
regular  Marital_Status binominal mode = M (381), least = S (280) M (381), S (280) 0
regular | Website_Activity polynominal | mode = Seldom (424), least = Frequent (54) Seldom (424), Regular (183), Frequent (54) 0
regular  Browsed_Electronics_12Mo  binominal mode = Yes (613), least = No (48) Yes (613), No (48) 0
regular  Bought_Electronics_12Mo binominal mode = Yes (339), least = No (322) Yes (339), No (322) 0
regular  Bought_Digital_Media_18Mo binominal mode = Yes (525), least = No (136) Yes (525), No (136) 0
regular  Bought_Digital_Books binominal mode = No (364), least = Yes (297) No (364), Yes (297) 0
regular  Payment_Method polynominal  mode = Website Account (235), least = Monthly Billing (93) Bank Transfer (229), Website Account (235), Credit Card (104), Mol 0
regular  eReader_Adoption polynominal | mode = Early Adopter (205), least = Innovator (98) Late Majority (172), Innovator (98), Early Adopter (205), Early Majorit 0

Fig.2. Metadata for Scoring set
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3. Switch back to design perspective. While there are no missing or apparently
inconsistent values in the data set, there is still some data preparation yet to do. First,
the User_ID is an arbitrarily assigned value for each customer. The customer doesn’t
use this value for anything, it is simply a way to uniquely identify each customer in
the data set. As such, it should not be included in the model as an independent
variable.

We can handle this attribute in one of two ways. First, we can remove the
attribute using a Select Attributes operator. Alternatively, we can try a new way of
handling a non-predictive attribute. This is accomplished using the Set Role operator.
Using the search field in the Operators tab, find and add Set Role operators to both
your training and scoring streams. In the Parameters area on the right hand side of
the screen, set the role of the User_ID attribute to ‘id’. This will leave the attribute in
the data set throughout the model, but it won’t consider the attribute as a predictor for
the label attribute. Be sure to do this for both the training and scoring data sets, since
the User_ID attribute is found in both of them (Figure 3).

#Y% <new process”> — RapidMiner S.}.t‘)l‘!jos"gragoq-ﬂc —— e - | | |
Eile Edit Process Jools \iew Help
- - = -~ e mm T e
JIHEyY ra SbIIA Y3 a
£ Operators «~ Process = XML 5‘ Parameters O(_onteﬂ
& - |set QP F @-w - & BProcess 3 g~ E LIS~ Enen i~
5 jE-::.?lszs P [ set Role (2) (Set Role)
o y (3) —
= F’a";:::j:;":‘;‘:’: I[f:;iicaton . [Teaining attribute name |user_D
=5 G o m s
Hfcet Role| e w P
& (2 Abute Set Reduction and Transform oA s largetrole
- () Value Modification (1)
@ (2] SetOperations (7) setaddiionalroles | L EditList (0)
& (] Modeling (11)
!!\cnu |
R b
lea ™ 22 b

Fig.3. Setting the User_ID attribute to an ‘id’ role

4. One of the nice side-effects of setting an attribute’s role to ‘id’ rather than
removing it using a Select Attributes operator is that it makes each record easier to
match back to individual people later, when viewing predictions in results
perspective. You could use such an approach to leave in peoples’ names or ID
numbers so that you could easily know who to contact during the deployment phase
of data mining project.

Before adding a Decision Tree operator, we still need to do another data
preparation step. The Decision Tree operator expects the training stream to supply a
‘label’ attribute. For this example, we want to predict which adopter group next-gen
eReader customers are likely to be in. Therefore, our label will be eReader_Adoption
(Figure 4).
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Fig.4. Setting the eReader_Adoption attribute as the label in our training stream

5. Next, search in the Operators tab for ‘Decision Tree’. Select the basic
Decision Tree operator and add it to your training stream as it is in Figure 5.

&Y cnew process™s — RapidMiner 5.3.013 @ gregory—DC_': - - [E=Roy x|
Eile Edit Process Tools View Help
IBEyY ra SPpIIB YT a
i Operators & Process = XML =2 Paramaters @ context
Q> F @a-=. 4 Brooes) g-OPEdI~-EanoenB-
& & Modeling (9) _ / Decision Tree
= i) Classification and Regression (9)
N Yinb indchon &) [Training Set Role ] Jsunamn criterion | gain_ratio
Pd0ecision Tree) <. .
'y Decision Tree (Multiway) a4 ﬁi - 4 B - D . m q o ™b q o . [
W Dedision Tree (Weight-Based) [ ¥ 7] D 24 l --.D qdm minimal size for spli
§ Decision Stump S— o o ) :
/' Decision Tree (Parallel) minimal leaf size |2
' Decision Stump (Parallel) -
W Decision Tree (Weight-Based, minimal gain loa
= () Weka (2) 2
maximal depth |20
[s.-u Role (2) confidence :0.25
T e AUMber of prepruning. 3
- (] no pre pruning

Fig.5. The Decision Tree operator added to model

6. Run the model and switch to the Tree (Decision Tree) tab in results
perspective. You will see our preliminary tree (Figure 6).

In Figure 6, we can see what are referred to as nodes and leaves. The nodes are the
gray oval shapes. They are attributes which serve as good predictors for our label
attribute. The leaves are the multicolored end points that show us the distribution of
categories from our label attribute that follow the branch of the tree to the point of
that leaf. We can see in this tree that Website_Activity is our best predictor of whether
or not a customer is going to adopt (buy) the company’s new eReader. If the person’s
activity is frequent or regular, we see that they are likely to be an Innovator or Early
Adopter, respectively. If however, they seldom use the web site, then whether or not
they have bought digital books becomes the next best predictor of their eReader
adoption category. If they have not bought digital books through the web site in the
past, Age is another predictive attribute which forms a node, with younger folks
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adopting sooner than older ones. This is seen on the branches for the two leaves
coming from the Age node in Figure 6. Those who seldom use the company’s
website, have never bought digital books on the site, and are older than 25%2 are most
likely to land in the Late Majority category, while those with the same profile but are
under 25'2 are bumped to the Early Majority prediction. In this example, you can see
how you read the nodes, leaves and branch labels as you move down through the tree.

8% <new process*> — RapidMiner 5.3.013 @ gregory-l.:'C -

File Edit Process Tools View Help

THES ra PNE TTO

% Result Overview I__EJ ExampleSet (Set Role (2)) "-,__,3' Tree (Decision Treeg) I_-_éJ ExampleSet (ik

&) Graph View Text View Annotations
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= Mo ="es
ree v S—
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Edge Labels ¥ ol
Late Majority | | Early Majority
Save Image... A

Help

Fig.6. Decision tree results

Before returning to design perspective, take a minute to try some of the tools
on the left hand side of the screen. The magnifying glasses can help you see your tree
better, spreading out or compacting the nodes and leaves to enhance readability or to
view more of a large tree at one time. Also, try using the ‘hand’ icon under Mode (see
the arrow on Figure 6). This allows you to click and hold on individual leaves or
nodes and drag them around to enhance your tree’s readability. Finally, try hovering
your mouse over one of the leaves in the tree. In Figure 7, we see a tool-tip hover box
showing details of this leaf. Although our training data is going to predict that
‘regular’ web site users are going to be Early Adopters, the model is not 100% based
on that prediction. In the hover, we read that in the training data set, 9 people who fit
this profile are Late Adopters, 58 are Innovators, 75 are Early Adopters and 41 are
Early Majority. When we get to Evaluation phase, we will see that this uncertainty in
our data will translate into confidence percentages.
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Fig.7. A tool-tip hover showing expanded leaf detail in our tree.

With our predictor attributes prepared, we are now ready to move on to
modeling.

8. Return to design perspective. In the Operators tab search for and add an
Apply Model operator, bringing your training and scoring streams together. Ensure

that both the lab and mod ports are connected to res ports in order to generate our
desired outputs (Figure 8).

= Operators + Process =] XML

22 Parameters @ context
@?v:]@?lﬁqiv-&%vg i Process » F-AE IS~ T p B~
() Import (28) o~ Apply Model
-] Export (19) "

e aon,(125) application parameters | [ Edit List (0).
odeling (258)
®- (] Classification and Regression (16 i res .

1 Atfribute Weighting (33) Pe——— s | ] create view
] Clustering and Segmentation (22) m 5 = res
1 Association and Item Set Mining (1 g] o == @_ tae = @ = i ﬁ =

] Correlation and Dependency Com: e a0 b e ]
1 Similarity Computation (4) ] -] ) Qmed . =]}
\ Model Application (13) qun :u‘ mad fy
2] Thresholds (4)

(] Confidences (4) 5]

Training Set Role Set Role (3)

2 Upda}e Woai Scoring ] Set Role (2)
%Gmup Models @ out exa exa
Ungroup Models a8 /A @ LI
VX Create Formula e
{23 Evaluation (32)
(] Text Processing (48) :

| & Repositories

Fig.8. Applying the model to our scoring data, and outputting
label predictions (lab) and a decision tree model (mod)

9. Run the model. You will see familiar results — the tree remains the same as it
was in Figure 6, for now. Click on the ExampleSet tab next to the Tree tab. Our tree

has been applied to our scoring data. RapidMiner has created confidence attributes,
along with a prediction attribute.
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#¥ <new process*» — RapidMiner 5.3.013 @ gregory-PC S

File Edit Process Tools View Help

TTEEeyY ~ra P IIB VD

% Result Overview "-.;3 Tree (Decision Tree) I_"J ExampleSet (Set Role (2))
Data View g Plot View Advanced Charts Annotations Ifa e
ExampleSet (473 examples, 6 special atfributes, 9 regular aitributes) H -
Role Mame Type Statistics Range Missings
id User_ID integer avg = 54647.074 +- 25954.408 [10153.000 ; 99694.000] 0
confidence_Late Majority confidence(Late Majority) real avg = 0.262 +-0.313 [0.049; 0.751] 0
confidence_Innovator confidence(lnnovator) real avg=0.158 +-0.150 [0.021; 0.426] 0
confidence_Early Adopter confidence(Early Adopter) real avg = 0.314 +-0.192 [0.000; 0.508] 0
confidence_Early Majority confidence(Early Majority) real avg = 0.266 +-0.144 [0.148 ; 0.889] 0
prediction prediction(eReader_Adoption)  polynominal mode = Early Adopter (280), leas Late Majority (137), Innovator (39 0
regular Gender binominal mode = M (252), least=F (221) M (252), F (221) 0
regular Age integer avg = 45.973 +/- 13.385 [17.000 ; 70.000] 0
regular Marital_Status binominal mode =M (243), least= 5 (230) 5 (230), M (243) 0
regular Website_Activity polynominal mode = Seldom (286), least = FI Regular (148), Seldom (286), Fri 0
regular Browsed_Electronics_12Mo binominal mode =Yes (451), least = No (2 Yes (451), No (22) 0
regular Bought_Electronics_12Mo binominal mode = No (245), least=Yes (2 Yes (228), No (245) 0
regular Bought_Digital_Media_18Mo binominal mode =Yes (378), least =No (9 Yes (378), No (95) 0
regular Bought_Digital_Books binominal mode = No (271), least=Yes (2 Yes (202), No (271) 0
regular Payment_Method polynominal mode = Website Account (193),  Bank Transfer (156), Website Ac 0

Fig.9. Meta data for scoring data set predictions

10. Switch to Data View using the radio button. We see in Figure 10 the
prediction for each customer’s adoption group, along with confidence percentages for
each prediction.

22 Result Ovenview fJ Tree (Decision Tree) | & ExampleSet (Set Role (2))

Data View Meta Data View Plot View Advanced Charts Annotations

ExampleSet (473 examples, 6 special attributes, 9 regular attributes) View Filter (473 / 473):

Row MNo. User ID confidence(Late Majority) confidence(lnnovator) confidence(Early Adopter) confidence(Early Majority) prediction(eReader_Adoption) Gender Age Warital_Stat..\Website
1 56031 0.049 0.317 0.410 0224 Early Adopter ] 57 S Regulal
2 25913 0.049 0.317 0.410 0.224 Early Adopter E 51 1] Regulal
3 19396 0.751 0.021 0.053 0175 Late Majority M 41 M Seldom
4 93666 0.049 0.317 0.410 0224 Early Adopter M 66 S Regulal
5 72282 0.751 0.021 0.053 0175 Late Majority F <y S Seldom
i} 64466 0.049 0.317 0.410 0.224 Early Adopter ] 68 ] Regulal
T 76655 0.751 0.021 0.053 0175 Late Majority F 51 S Seldom
8 48465 0074 0.426 0.352 0.148 Innovatar F 36 S Frequer
9 19889 0.049 0.317 0.410 0224 Early Adopter ] 29 ] Regulal
10 63570 0.074 0.426 0.352 0.148 Innovator M 61 M Frequer
11 63239 0.049 0.317 0.410 0.224 Early Adopter ] 47 S Regulal
12 67603 0.049 0317 0.410 0224 Early Adopter F 62 S Regulal
13 65685 0.049 0.317 0.410 0224 Early Adopter M 3z M Regulal
14 77373 0.083 0.028 0 0.8289 Early Majority ] 17 ] Seldom
15 54239 0.049 0.317 0.410 0224 Early Adopter ] 36 S Regulal
16 55781 0.049 0.317 0.410 0.224 Early Adopter ] 58 S Regulal
17 19854 0.049 0.317 0.410 0224 Early Adopter F 62 M Regulal
18 27852 0.751 0.021 0.053 0.175 Late Majority ] 37 S Seldom
19 85169 0.751 0.021 0.053 0175 Late Majority F 28 ] Seldom
20 62492 0.070 0.060 0.508 0.362 Early Adopter ] 43 1] Seldom
21 90254 0.751 0.021 0.053 0175 Late Majority F 29 M Seldom
22 81277 0.049 0.317 0.410 0224 Early Adopter F 36 S Regulal
23 15575 0.070 0.060 0.508 0.362 Early Adopter ] 7 ] Seldom
24 88000 0.751 0.021 0.053 0175 Late Majority E 56 3 Seldom

Fig.10. Predictions and their associated confidence percentages using our decision
tree

Also, in Fig. 10 we see that there are four confidence attributes, corresponding
to the four possible values in the label (eReader_Adoption). We interpret these the
same way that we did with the other models though — the percentages add to 100%,
and the prediction is whichever category yielded the highest confidence percentage.
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RapidMiner is very (but not 100%) convinced that person 77373 (Row 14, Figure 10)
i1s going to be a member of the early majority (88.9%). Despite some uncertainty,
RapidMiner is completely sure that this person is not going to be an early adopter
(0%).

11. We have already begun to evaluate our model’s results, but what if we feel
like we’d like to see greater detail, or granularity in our model. Surely, some of our
other attributes are also predictive in nature. Remember that CRISP-DM is cyclical in
nature, and that in some modeling techniques, especially those with less structured
data, some back and forth trial-and-error can reveal more interesting patterns in data.
Switch back to design perspective, click on the Decision Tree operator, and in the
Parameters area, change the ‘criterion’ parameter to ‘gini_index’, as shown in
Figure 11.

[E? Parameters & context
F-HPE IS T e~

() Decision Tree

criterion gini_index

minimal size for split |4

m
I

[=] (] [=] (]
=]
4

minimal leaf size

Apply Model
] mod lab [ minimal gain A

maximal depth

confidence .25

number of prepruning...| 3

Fig.11. Constructing our decision tree model using the gini_index algorithm
rather than the gain_ratio algorithm

Now, re-run the model and we will move on to evaluation. (Fig.12). We see in
this tree that there is much more detail, more granularity in using the Gini algorithm
as our parameter for our decision tree. We could further modify the tree by going
back to design view and changing the minimum number of items to form a node (size
for split) or the minimum size for a leaf. Even accepting the defaults for those
parameters though, we can see that the Gini algorithm alone is much more sensitive
than is the Gain Ratio algorithm in identifying nodes and leaves. Take a minute to
explore around this new tree model. You will find that it is extensive, and that you
will to use both the Zoom and Mode tools to see it all. You should find that most of
our other independent variables (predictor attributes) are now being used, and the
granularity with which we can identify each customer’s likely adoption category is
much greater. How active the person is on firm’s employer’s web site is still the
single best predictor, but gender, and multiple levels of age have now also come into
play. You will also find that a single attribute is sometimes used more than once in a
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single branch of the tree. Decision trees are a lot of fun to experiment with, and with
a sensitive algorithm like Gini generating them, they can be tremendously interesting

as well.
; Result Overview ‘-;-7 Tree (Decision Tree) I}l ExampleSet (Set Role (2))
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Fig.12. Tree resulting from a gini_index algorithm

- F-F

Switch to the ExampleSet tab in Data View. We see here (Figure 13) that
changing our tree’s underlying algorithm has, in some cases, also changed our

confidence in the prediction.

; Result Overview ‘;-7 Tree (Decision Tree) |_§] ExampleSet (Set Role (2))

@) Data View Meta Data View Plot View Advanced Charts Annotations

ExampleSet (473 examples, 6 special altributes, 9 regular altributes)

Row Mo, User_ID confidence(Late Majority) confidence(lnnovator) confidence(Early Adopter)
1 56031 0 0.200 0.600
2 25913 0 0.333 0.333
3 19396 0.846 0.038 0.038
4 93666 0 0.500 0

5 72282 0.846 0.038 0.038
6 64466 0.333 0 0

7 TEE55 0.842 0.018 0.061
8 43455 0.125 0.875 0

9 19839 0 0.083 0.875
10 63570 o 0 0

11 63239 0 0167 0

12 67603 o 0.067 0

13 65685 0.250 0 0.750
14 77373 0.083 0.02s 0

15 54239 0.031 0.750 0.125
16 55781 0 0.200 0.600
17 19854 o 0.067 0

18 27852 0.200 0 0.200
19 85169 0.917 0.083 0

20 62492 0 0 0.300
21 90254 0 0 0

22 81277 o 0.083 0.875
23 15575 0.143 0.143 0714
24 88000 0.842 0.018 0.061

confidence(Early Majority)
0.200
0.333
0.077
0.500
0.077
0.667
0.079
0
0.042
1
0.833
0.933
0
0.889
0.094
0.200
0.933
0.600
0
0.700
1
0.042
0
0.079

Vot o]

prediction{eReader_Adoption) Gender Age Marital_Stat... Website

Early Adopter 1] 57 |8 Regula
Early Majority F 51 1] Regula
Late Majority M 41 ] Seldom
Innavator M 66 S Regula
Late Majority F 3 3 Seldon
Early Majority 1] 68 M Regula
Late Majority F 51 S Seldon
Innovator F 36 8 Freque
Early Adopter 1] 20 M Regula
Early Majority M 61 ] Freque
Early Majority 1] 47 |8 Regula
Early Majority F 62 S Regula
Early Adopter M 32 ] Regula
Early Majority ] 17 M Seldom
Innovator M 36 3 Regula
Early Adopter 1] 58 |8 Regula
Early Majority F 62 ] Regula
Early Majority M a7 8 Seldom
Late Majority F 28 M Seldom
Early Majority M 43 ] Seldon
Early Majority F 20 M Seldom
Early Adopter F 36 S Regula
Early Adopter M a7 ] Seldom
Late Majority E 56 |8 Seldom

Fig.13. New predictions and confidence percentages using Gini
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Let’s take the person on Row 1 (ID 56031) as an example. In Figure 10, this
person was calculated as having at least some percentage chance of landing in any
one of the four adopter categories. Under the Gain Ratio algorithm, we were 41%
sure he’d be an early adopter, but almost 32% sure he might also turn out to be an
innovator. In other words, we feel confident he’ll buy the eReader early on, but we’re
not sure how early. Firm will have to decide during the deployment phase. But
perhaps using Gini, we can help him decide. In Figure 13, this same man is now
shown to have a 60% chance of being an early adopter and only a 20% chance of
being an innovator. The odds of him becoming part of the late majority crowd under
the Gini model have dropped to zero. We know he will adopt (or at least we are
predicting with 100% confidence that he will adopt), and that he will adopt early.
While he may not be at the top of firm’s list when deployment rolls around, he’ll
probably be higher than he otherwise would have been under gain_ratio. Note that
while Gini has changed some of our predictions, it hasn’t affected all of them. Re-
check person ID 77373 briefly. There is no difference in this person’s predictions
under either algorithm — RapidMiner is quite certain in its predictions for this young
man. Sometimes the level of confidence in a prediction through a decision tree is so
high that a more sensitive underlying algorithm won’t alter an observation’s
prediction values at all.

Tasks

The data repositories are on a web site hitp://archive.ics.uci.edu/ml/datasets.
To choose one of data sets (see the Classification column) and download it. It mainly
files of #xt or csv format. To check, does a table from the data file have the column
titles. If no, to add the names of attributes (list them is on a web page) as first line and
save a file. To add a file to repository of RapidMiner. Farther to build a decision tree,
choosing one of attributes as label. To build a tree for two criteria: gain_ratio and
gini_index.
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PRACTICAL WORK #5
Text Mining

After completing the reading and exercises in this work, you should be able to:

e Explain what text mining is, how it is used and the benefits of using it.

e Recognize the various formats that text can be in, in order to perform text
mining.

¢ (Connect to and import text as a data source for a text mining model.

e Develop a text mining model in RapidMiner including common text-parsing
operators such as tokenization, stop word filtering, n-gram construction,
stemming, etc.

e Apply other data mining models to text mining results in order to predict or
classify based on textual analysis.

The text mining module of RapidMiner is an optional add-in. When you
installed RapidMiner, we mentioned that you might want to include the Text
Processing component. Whether you did or did not at that time, we will need it for
this work, so we can add it now. Even if you did add it earlier, it might be a good idea
to complete all of the steps below to ensure your Text Processing add-in is up-to-
date.

1. Open RapidMiner to a new, blank process. From the application menu,
select Help > Update and Extensions (Marketplace)...

File Edit Process Tools !iewlﬂe\pi

= | RapidMiner Tutorial =
- i'_i El 55 = & Neea support? D
@) Welcome Q Video Tutorials
g ® Community Forum
5 Wiki
)

&5 Manage Extensions
& About Installed Exten ]Update and install RapidMiner extensions.

(@) About RapidMiner.

o R I T '
3 &
Mew Process Open Recent Process Open Process Open Template Online Tutorial

Recent Processes
llsamplesiprocesses/02_Preprocessing/24_GroupBasedCalculations
Hlsamples/processes/03_Validation/13_SignificanceTest
Hlsamplesiprocesses/04_Altributes/17_WeightingThreshold
llsamples/processes/06_Meta/06_OperatorEnabler
llsamplesiprocesses/06_Meta/01_ParameterOptimization
Hlsamplesiprocesses/05_Visualisation/07_DataSetAndWeightsVisualisation
llsamplesiprocesses/04_Altributes/13_EvolutionaryWeighting
llsamplesiprocesses/02_Preprocessing/12_UserDefinedFeatureGeneration

Fig.1. Updating RapidMiner add-ins

2. Your computer will need to be connected to the Internet, so that it can check
Rapidminer’s servers to see if any updates are available. Once the connection has
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been established and the software has checked for available updates, you will see a
window similar to Figure 2. Locate Text Processing in the list. If it is grayed out, that
means that the add-in is installed and up-to-date on your computer. If it is not
installed, or not up to the current version, it will be orange. You can double click the
small square to the left of the Text Processing icon (the circle with ‘ABC’ in it).
Then click the Install button to add or update the module. When it is finished, the
window will disappear and you will be back to your main RapidMiner window.

#% Update RapidMiner @

Select components to install and update below. In the preferences, you
k.

can select whether extensions are installed globally (default) or in the
users home directory. Updates to RapidMiner will always be installed
globally. Any global update requires administrator privileges, both during
the update and the subsequent restart.

Available Updates

RapidMiner 5.2.8

This package is up to date.

Weka Extension 5.1.1
This package is up to date.

Parallel Processing 5.1.0
This package is up to date.

Text Processing 5.2.4
This package is up to date.

O C'_rj:.\ Web Mining 5.2.1
LS Installed version: 5.2.0

Description

Text Processing

5.2.4, released Jul 16, 2012, 16.9 MB
Operators for generating word vectors from text collections.

Extension homepage

ﬁgelecﬁDeseled

l @ Install

[ x Close

w [ ? Fetch Bookmarks

Fig.2. Adding/updating the RapidMiner Text Processing add-in
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3. In the Operators tab in the lower left hand area of your RapidMiner window,

locate and expand the Text Processing operators folder by clicking on the + sign next
to it.

':_zﬂ_]l <new process> — RapidMiner 5.3.015 @ gregory-PC - '
File Edit Process Tools View Help

IEEY o SPIB YT

Ci Qperators ~ Process =| XML

[ l @ 3} ﬂrg -5 - | | Ej Process »
Modeling (258)

valuation (32)

ext Processing (48)
_] Tokenization (1)
] Extraction {5} inp [
Filtering (12)

Stemming (7)

Transformation (11)

UtIIITY (1)

Z| Create Document

Read Document

Write Document

Extract Document

Process Documents

Process Documents from Data
Process Documents from Files
Process Documents from Mail Sto
Read Documents (Mail)
Documents to Data

= Data to Documents

€,

&4
_‘i_‘|

HHHHHH{?

E
T
L
¥
=
[
=
¥
=
F
=
s
=
[

\.-.l-\_-.ln_-.ln_-.l

| ¥ Repositories

TETEE

() samples (non=

Fig.3. Finding tools in the Text Processing operator area

4. Download your document (for example, The Entire Works of Mark Twain)
through Project Gutenberg's website as a text document. Save the document in a file
on your computer.

5. Open RapidMiner and click New Process. On the left hand pane of your
screen, there should be the Operators tab — this is where you can search and find all
of the operators for RapidMiner and its extensions. By searching the Operators tab
for "read", you should get an output like Figure 4:
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@ <new process> — RapidMiner 5.3.015 @ gregur_-,r—PC"' “

File Edit Process Tools View Help

TRy o SPIIBD VRO

O Operators 55 Process E, xML
@ - |read |@ ¥ @~ -4 BPrrocess »
= Ly Data (18) A
!

§ Read CSY

5 Read Excel

# Read Excel with Format
$ Read XML inp [}
i Read SAS

§ Head Access

§ Read AML

i Read ARFF

¥ Read XRFF

$ Read Database
¥ Read SPSS

¥ Read Stata

% Read Sparse

# Read DBase

$ Read C4.5

§ Read BibTeX

% Read DasyLab
$ Read URL

£ Models (3)

(20 Attributes (2)

£ Results (1)

1 Other (2)

$ Read

_| Modeling (1)

EF oy Text Processing (2)

&

EH-FH-FH-H

&g

Fig.4. The read operators in the Operators tab

There are multiple read operators depending on which file you have, and most
of them work the same way. If you scroll down, there is a Read Documents operator.
Select this operator and enter it into your Main Process window by dragging it.
When you select the Read Documents operator in the Main Process window, you
should see a file uploader in the right-hand pane (Figure 5).
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Wl <new process*> - RapidMiner 5.3.015 @ gregory-PC | i

M e

T . = | ©

Eile Edit Process Tools View Help

aEEsy ra SbNE TR

5 Operators

H Process

XML

& ~ @ 5§ @~ & Erocess »
E]

£ 15 Data (18)
& Read CSV
% Read Excel
% Read Excel with Format
& Read XML
& Read SAS
@ Read Access
& Read AWML
% Read ARFF
& Read XRFF
% Read Database
& Read SPSS
& Read Stata
&% Read Sparse
@ Read DBase
& Read C4.5
& Read BibTeX
@ Read DasyLab
< Read URL
(2] Models (3)
(23 Attributes (2)
(2] Results (1)
() Other (2)
& Read
Modeling (1)
Processing (2)

| Repositories
BEd-a@ae
() samples (none

=
[BoB 7| Read Document (Test
&7 Local Repository (gregor ocessing)
& Lab1_Zatulwiter (gr=gor
Fig.5. The Read Documents operator in the Main Process window
Select the text file you want to use.
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Fig.6. Select the desired text file
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|| Read Document
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encoding SYSTEM v
& Help = Comment

6. After you have chosen your file, make sure that the output port on the Read
Documents operator is connected to the res node in your Main Process. Click the
play button to check that your file has been received correctly. Switch to the results
perspective by clicking the icon that looks like a display chart above the Process tab
at the top of the Main Process pane. Click the Document (Read Document) tab.
Your output text should look something like this depending on the file you have

chosen to process:
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M) <new process*> — RapidMiner 5.3.015 @ gregory-PC T - - . ' . e . - . 5
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The Project Gutenberg EBook of The Entire Project Gutenberg Works of Mark

Twain, by Mark Twain (Samuel Clemens)

This eBook is for the use of anyone anywhere at no cost and with

almost no restrictions whatsoever. You may copy it, give it away or

re-use it under the terms of the Project Gutenberg License included
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Title: The Entire Project Gutenberg Works of Mark Twain

Author: Mark Twain (Samuel Clemens)

Release Date: September 20, 2004 [EBook #3200]
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Fig.7. Document (Read Document) tab

7. Now we will move on to processing the document to get a list of its different
words and their individual count. Search the Operators list for Process Documents.
Drag this operator the same way as you did for the Read Documents operator into the
Main Process pane.

) <new process*> — RapidMiner 5.3.015 @ gregory-PC_ i < T - S T o | e

File Edit Process Tools View Help

GHEY »ra @bl VIT®
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Pl”“ﬁﬁﬁ,”j?ﬁ‘@_‘ - =/ Process Documents

255 Documents from Data T create word vector
Process Documents from Files

Process Documents from Mail Store ™ QR res
Mining (1) 8 s Vector creation TF-IDF v

&=
Q Process Documents from Web res

add meta information

[ keep text

prune method

datamanagement double_sparse_... ¥

[] parallelize vector creation

Fig.8. Added Read Documents operator into the Main Process pane

Double click the Process Documents operator to get inside the operator. This
1s where we will link operators together to take the entire text document and split it
down into its word components. This consists of several operators that can be chosen
by going into the Operator pane and looking at the Text Processing folder. You
should see several more folders such as Tokenization, Extraction, Filtering,
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Stemming, Transformation, and Utility. These are some of the descriptions of what
you can do to your document. The first thing that you would want to do to your
document is to tokenize it. Tokenization creates a "bag of words" that are contained
in your document. This allows you to do further filtering on your document. Search
for the Tokenize operator and drag it into the Process Documents process.

@ <new process® —RapidMiner 530158 gregory OIS TR - WY T R 0 e

File Edit Process Tools View Help
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] Evaluation (32)
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=9

kenization (1)

raction (5)
(7 Filterina (12}

Fig.9. The Tokenize operator

Connect the doc node of the process to the doc input node of the operator if it
has not automatically connected already. Now we are ready to filter the bag of words.
In Filtering folder under the Text Processing operator folder, you can see the various
filtering methods that you can apply to your process. For this example, we want to
filter certain words out of our document that don't really have any meaning to the
document itself (such as the words a, and, the, as, of, etc.); therefore, we will drag the
Filter Stopwords (English) into my process because our document is in English.
Also, we want to filter out any remaining words that are less than three characters.
Select Filter Tokens by Length and set your parameters as desired (in this case, we
want our min number of characters to be 3, and our max number of characters to be
an arbitrarily large number since we don't care about an upper bound). Connect the
nodes of each subsequent operator accordingly as in Figure 10.

i e TR - TV T U T |- | (i
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Fig.11. Added Filter Stopwords (English) and Filter Tokens by Length operators
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After we filtered the bag of words by stopwords and length, we want to
transform all of our words to lowercase since the same word would be counted
differently if it was in uppercase vs. lowercase. Select the operator Transform Cases
and drag it into the process.
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Fig.12. Added the Transform Cases operator

8. Now that we have the sufficient operators in our process for this example,
we check all of our node connections and click the Play button to run our process. If
all goes well, your output should look like this in Figure 13:

B < proces - apaind 535150 gegor PEM - T T - |-

File Edit Process Tools View Help

GHEY o SPIIB VI

ZZ Result Overview | & WordList (Process Documents) |8 ExampleSet (Process Documents) |3 Repositories
Td-Bd-aGae
Word Aftribute Name Total Occurences Document Occurences @ Samples (nene
aachen aachen 1 1 B =Bos
aar aar 3 1 & Local Repository igregory
aaron aaron 3 1 &7 Lab1_Zatulyviter
S S 1 1 <P North_book (gregery
aartist aartist 1 1
aback aback 1 1
abana abana 6 1
abandon abandon 15 1
abandoned abandaned 49 1
abandoning abandening 1 1
abandenment abandenment 3 1
abandons abandons 1 1
abasement abasement 1 1
abash abash 1 1
abashed abashed 3 1
abate abate 7 1
abated abated 4 1
abatement abatement 4 1
abating abating 2 1
abb abb 1 1
abbe abbe 2 1
abbey abbey 16 1
abbiamo abbiamo 1 1
abblasoure abblasoure 2 1
abbot abbot 35 1
abbots abbots 1 1
abbott abbott 1 1
abbreviate abbreviate 3 1
e o : :
& Log & system Monitor
B R

Nov 10, 2013 10:35:29 PM INFO: No filename given for result file, using stdout for logging resuits!
Mov 10. 2013 10:35:29 PM INFO: Process starts [~

e (e —

Fig.13. The result of tokenization
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If you switch the ExampleSet (Process Documents) tab and choose the Meta

Data View button, we see a few new special attributes, created by RapidMiner
(Figure 14).

J]]l <new process™> — RapidMiner 5.3.015 @ gregory-‘i’(: - -— T - _-‘ —

File Edit Process Tools View Help

SEEyY o SPpIIB YTD

ZZ Result Overiew | WardList (Process Documents) | &l ExamplesSet (Process Documents)

Data View (#)eta Data View: () PlotView () Advanced Charts () Annotations [F=T
ExampleSet (1 example, 5 special attributes, 45149 regular attributes) =Sl
Role Mame Type Statistics Range Missings
metadata_file metadata_file naminal mode =\Entire Gutenberg Twail \Entire Gutenberg Twain Files tx 0
file_type file_type nominal mode =t (1), least=bdt (1) | td (1) 0
metadata_path metadata_path naminal mode = FiUniverinpegmetilAl Fi\UnivernpegmetiiAditext-min 0
metadata_date metadata_date date_time length = 0 days [10 nueT 2013 22:21:36 EET; 1C 0
metadata_size metadata_size integer avg = 16013958 +-0 [16013958.000 ; 16013958.0000 0
regular aachen real avg=0+-0 [0.000 ; 0.000] o
regular aar real avg=0+-0 [0.000; 0.000] 1]
regular aaron real avg=0+-0 [0.000 ; 0.000] 1]
regular aart real avg=0+-0 [0.000; 0.000] 0
regular aartist real avg=0+-0 [0.000 ; 0.000] 0
regular aback real avg=0+-0 [0.000 ; 0.000] [i]
regular abana real avg=0+-0 [0.000 ; 0.000] 0
regular abandon real avg=0+-0 [0.000; 0.000] 1]
regular abandoned real avg=0+-0 [0.000; 0.000] o
regular abandoning real avg=0+-0 [0.000 ; 0.000] 0

Fig.14. A view of the words from our input documents as tokens (attributes)

You are now able to see a word list containing all the different words in your
document and their occurrence count next to it in the Total Occurences column. If
you do not get this output, make sure that all of your nodes are connected correctly
and also to the right fype. Some errors are because your output at one node does not
match the type expected at the input of the next node of an operator.

At this point, we have a model that is capable of mining and displaying to us
the words that are most frequent in our text documents. This will be interesting for us
to review, but there are a few more operators that you should know about in addition
to the ones we are using here. These are highlighted by arrows in Figure 15, and
discussed below.
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: Remove Document Parts
Keep Document Parts

:| Generate n-Grams (Char
2| Generate n-Grams (Terr
Cut Document

-l Window Document

‘| Combine Documents e
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Fig.15. Additional text mining operators of interest

X/

¢ Stemming: In text mining, stemming means finding terms that share a
common root and combining them to mean essentially the same thing. For example,
‘America’, ‘American’, ‘Americans’, are all like terms and effectively refer to the
same thing. By stemming (you can see there are a number of stemming operators
using different algorithms for you to choose from), RapidMiner can reduce all
instances of these word variations to a common form, such as ‘Americ’, or perhaps
‘America’, and have all instances represented in a single attribute.

% Generate n-Grams: In text mining, an n-gram is a phrase or
combination of words that may take on meaning that is different from, or greater than
the meaning of each word individually. When creating n-grams, the n is simply the
maximum number of terms you want RapidMiner to consider grouping together.
Take for example the token ‘death’. This word by itself is strong, evoking strong
emotion. But now consider the meaning, strength and emotion if you were to add a

Generate n-Grams operator to your model with a size of 2 (this is set in the
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parameters area of the n-gram operator). Depending on your input text, you might
find the token ‘death_penalty’. This certainly has a more specific meaning and
evokes different and even stronger emotions than just the token ‘death’. What if we
increased the n-gram size to 3?7 We might find a token ‘death_penalty_execution’.
Again, more specific meaning and perhaps stronger emotion is attached. Understand
that these example gram tokens would only be created by RapidMiner if the two or
three words in each of them were found together, and in close proximity to one
another in the input text. Generating grams can be an excellent way to bring a more
granular analysis to your text mining activities.

% Replace Tokens: This is similar to replacing missing or inconsistent
values in more structured data. This operator can come in handy once you’ve
tokenized your text input. Suppose for example that you had the tokens ‘nation’,
‘country’, and ‘homeland’ in your data set but you wanted to treat all of them as one
token. You could use this operator to change both ‘country’ and ‘homeland’ to
‘nation’, and all instances of any of the three terms (or their stems if you also use
stemming) would subsequently be combined into a single token.

These are a just a few of the other operators in the Text Processing area that
can be nice additions to a text mining model. There are many others, and you may
experiment with these at your leisure. For now though, we will proceed to modelling.

Click the blue up arrow to move from your sub-process back to your main

process window.

Tasks

1. http://www.gutenberg.org/ebooks/100 - The Complete Works of William
Shakespeare

2. http://www.gutenberg.org/ebooks/31100 - The Complete Works of Jane
Austen

3. http://www.gutenberg.org/ebooks/5400 - The Complete Works of Winston
Churchill

4. http://www.gutenberg.org/ebooks/6300 - The Complete Works of Gilbert
Parker

5. http://www.gutenberg.org/ebooks/4800 - The Complete Poetical Works of
Percy Bysshe Shelley

6. http://www.gutenberg.org/ebooks/1365 - The Complete Poetical Works of
Henry Wadsworth Longfellow

7. http://www.gutenberg.org/files/2981/ - The Complete Memoirs of Casanova

8. http://www.gutenberg.org/files/18500/ - The Complete Works of Robert
Burns

9. http://www.gutenberg.org/ebooks/6049 - Works of John Bunyan

10.http://www.gutenberg.org/ebooks/3254 - Complete John Galsworthy Works

11.http://www.gutenberg.org/ebooks/5000 - The Notebooks of Leonardo Da
Vinci

61



12.http://www.gutenberg.org/files/9600/ - The Complete Works of John
Greenleaf Whittier

13.http://www.gutenberg.org/ebooks/29090 - The Complete Poetical Works of
Samuel Taylor Coleridge

14.http://www.gutenberg.org/ebooks/3252 - The Complete Oliver Wendell
Holmes, Sr. Works

15.
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